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1. About

Numerical relativity (NR) is the art of solving Einstein Field Equations (EFEs) with computers. These lecture notes
focus on the 3+1 formalism for NR; they do not substitute books and papers. Here, intuitive or simplified arguments
are preferred to more rigorous but lenghtly mathematical definitions. The reader is referred to the literature for the
latter. For a historical perspective, I recommend to read the abstract/content of the original articles listed in the
resources cited in the main text.

These notes follow rather closely Gourgoulhon’s 2006 lecture notes and the Baumgarte&Shapiro’s 2003 review
(and the following book) but are more compact/essential, thus less complete. I learnt NR myself from those references
in years 2005/2006. Baumgarte&Shapiro’s notes were one of the best reviews on the 3+1 formalism. Later, I had the
luck to attend Gourgoulhon’s lectures at IHP Paris in 2006. The book of Alcubierre (2008) covers some additional
key aspects (hyperbolicity, punctures, etc) and it is the main source for the (1+1)D and (1+2)D numerics tutorials
associated to these lectures.

The lectures notes cover about 12-14 lectures of 1.5-2 hours. The lectures are to be complemented by tutorials
during which some calculations are presented in detail (Gauss-Codazzi-Ricci equations, slicings of Schwarzschild
spacetime, etc) and basic numerical aspects/computer experiments are discussed (function approximation, solution of
wave and Poisson equations, symbolic calculations, etc). Please visit

http://sbernuzzi.gitpages.tpi.uni-jena.de/nr/

for an updated list of references and other material.
The spacetime and the metric are indicated as (M, gab) and the notation mostly follows Wald’s book: signature

convention (−,+,+,+), a, b, ... indexes in abstract notation, α, β, ... indexes of tensor components, i, j, ... spatial co-
ordinate indexes, etc. Vector and tensors are sometimes indicated as v and g, i.e. avoiding the abstract notation,
to stress the geometrical meaning of the equations. Coordinate basis of the tange vector space Tp(M) are indicated
as eµ; the natural basis of partial derivatives is eµ = ∂µ. The dual basis e∗ν (eµe

∗ν = δνµ) is constructed by the
gradients of the coordinates is e∗µ = dxµ. The exterior derivative of an n-form is indicated with d; applied to scalars
it reduces to the gradient (1-form) df = df = grad(f) with components (df)µ = (df)µ = ∂µf . Covariant derivatives
(Levi-Civita connection) are indicated with ∇ (n = 4) or D (n = 3). ∇ applied to scalars reduces to the gradient
∇f = df (components ∇µf = (df)µ = ∂µf) and it is consistent with the concept of tangent vector v(f) = vµ∇µf .
The symbol := is an assignment, while ≡ an identity. We work in n = 4 dimensions if not stated differently. Units:
c = G = 1.

I welcome constructive feedbacks. Red text is work in progr...
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2. Resources

2.1 Books

Specialistic
• M.Alcubierre “Introduction to 3+1 Numerical Relativity”, Oxford Science Publications (2008)
• T.W.Baumgarte & S.L. Shapiro “Numerical Relativity”, Cambridge University Press (2010)
• L.Rezzolla & O.Zanotti “Relativistic Hydrodynamics” Oxford University Press (2013)
• M.Shibata “Numerical Relativity” World Scientific Publishing (2016)

General
• A.M.Anile “Relativistic Fluids and Magneto-fluids” Cambridge University Press (1990)
• Y.Choquet-Bruhat “General Relativity and the Einstein Equations” Oxford Mathematical Monographs (2009)
• R.Wald “General Relativity” University of Chicago Press (1984)

2.2 Lecture notes

Specialistic
• T.W.Baumgarte & S.L.Shapiro Numerical Relativity and Compact Binaries Phys. Rep.376, 41 (2003)
• E.Gourgoulhon 3+1 Formalism and Bases of Numerical Relativity Lecture Notes in Physics (Springer) (2012)
• E.Gourgoulhon Construction of initial data for 3+1 numerical relativity J. Phys.: Conf. Ser. 91 012001 (2007)
• E.Gourgoulhon An introduction to relativistic hydrodynamics
• E.Gourgoulhon An introduction to the theory of rotating relativistic stars
• E.Arnowitt, S.Deser, C.W.Misner The Dynamics of General Relativity
• D.Hilditch An Introduction to Well-posedness and Free-evolution

General
• M.Blau Lecture Notes on General Relativity
• S.M.Carrol Lecture Notes on General Relativity
• P.T. Chru’sciel Lectures on Energy in General Relativity

2.3 Suggested articles

Original
• Hahn and Lindquist (1964) First supercomputer numerical relativity simulation of colliding black holes
• Smarr et al (1976), Anninos et al (1993), Anninos et al (1994) Head-on collision of black holes
• R.F.Stark and T.Piran (1985) Gravitational-Wave Emission from Rotating Gravitational Collapse
• Nakamura et al (1987) Gravitational collapse and gravitational waves from black holes
• Choptuik (1993), Abrahams and Evans (1993) Critical collapse
• Bernstein (1993), Bona et al (1994) Anninos et al.(1995) 1+log slicing
• Balakrishna et al (1996) Alcubierre et al (2000) (2002) Gamma-drivers
• Anninos et al (1994) Apparent and event horizons
• Wilson & Mathews (1995) and (2000), Oechslin et al (2001) Neutron star mergers with IWM
• Shibata and Nakamura (1995), Baumgarte and Shapiro (1998); H.Beyer and O.Sarbach Gundlach and Martin-

Garcia (2004) BSSNOK formulation and hyperbolicity analysis
• Brandt and Bruegmann (1997) Bowen-York puncture initial data
• Gourgoulhon (1998) on Bonazzola et al (1997) Shibata (1998) Teukolsky (1998) Irrotational binary neutron star

configurations
• Font et al (1998} and (2002) Several tesbeds for general relativistic hydrodynamics
• Shibata and Uryu (1999) First binary neutron star merger in GR
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https://arxiv.org/abs/gr-qc/0405109
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http://www.blau.itp.unibe.ch/newlecturesGR.pdf
https://arxiv.org/abs/gr-qc/9712019
https://homepage.univie.ac.at/piotr.chrusciel/teaching/Energy/Energy.pdf
https://www.sciencedirect.com/science/article/pii/0003491664902234
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.14.2443
https://arxiv.org/abs/gr-qc/9309016
https://arxiv.org/abs/gr-qc/9408041
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https://academic.oup.com/ptps/article/doi/10.1143/PTPS.90.1/1837872
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https://arxiv.org/abs/gr-qc/0111005
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.52.5428
https://arxiv.org/abs/gr-qc/9810065
https://arxiv.org/abs/gr-qc/0406003
https://arxiv.org/abs/gr-qc/0403019
https://arxiv.org/abs/gr-qc/0403019
https://arxiv.org/abs/gr-qc/9703066
https://arxiv.org/abs/gr-qc/9804054
https://arxiv.org/abs/gr-qc/9710031
https://arxiv.org/abs/gr-qc/9803085
https://arxiv.org/abs/gr-qc/9803082
https://arxiv.org/abs/gr-qc/9811015
https://arxiv.org/abs/gr-qc/0110047
https://arxiv.org/abs/gr-qc/9911058


NR notes - S.Bernuzzi Resources

• Gourgoulhon et al (2000) Initial data for binary neutron stars in quasi-circular orbits
• Granclement et al (2001) CTS initial data for binary black hole in quasi-circular orbits
• Bona et al (2003) Gundlach et al (2005) Z4 formulation and constraint damping
• Bonazzola et al (2003) Garfinkle et al (2007) Brown (2009) Baumgarte et al Background metric and non-

Cartesian coordinates
• Bonazzola et al (2003) Constrained scheme for GR (alternative to free evolution schemes)
• Bruegmann et al (2003) First one-orbit binary black hole simulation
• Alcubierre et al (2003), Babiuc et al and Cao&Hilditch Apple with Apple tests (testbeds for NR)
• Lindblom et al (2005) Generalized Harmonic formulation in first order form
• Pretorius (2005), Baker et al (2005), Campanelli et al (2005) Black hole mergers breaktrough
• Hannam et al (2006), Brown (2007), Thierfelder et al (2010) On the meaning of the moving puncture gauge
• Baker et al (2006), Campanelli et al (2007), Campanelli et al (2007), Herrmann et al (2007), Gonzalo et al

(2007) Black hole kicks
• Palenzuela+ (2008) Palenzuela (2012) GR resistive magnetohydrodynamics
• Tichy (2011), Binary neutron star initial data with spin
• Le Tiec (2012) Helical Killing vector and Kepler’s law
• Thorne (1981), Shibata et al (2011), Cardall et al (2013) GR relativistic radiation hydrodynamics, moment

formalism and 3+1 decompositions
• Radice (2017) Shibata&Kiuchi (2017) GR viscous hydrodynamics simulations

Reviews

• Y.Choquet-Bruhat & J.W.York “The Cauchy Problem, in General Relativity and Gravitation, one hundred
Years after the Birth of Albert Einstein”, Vol. 1, edited by A.Held, Plenum Press, New York (1980)

• R.Bartnik & J.Isenberg The Constraint Equations
• G.B.Cook Initial Data for Numerical Relativity
• J.A.Font Numerical Hydrodynamics and Magnetohydrodynamics in General Relativity
• P.Grandcleent & J.Novak Spectral Methods for Numerical Relativity
• L.Lehner & F.Pretorious Numerical Relativity and Astrophysics
• J.L.Jaramillo & E.Gourgoulhon Mass and Angular Momentum in General Relativity
• J.M.Marti & E.Mueller Numerical Hydrodynamics in Special Relativity
• O.Rinne Numerical and analytical methods for asymptotically flat spacetimes
• U.Sperhake The numerical relativity breakthrough for binary black holes
• W.Tichy The initial value problem as it relates to numerical relativity

2.4 Numerical methods

Books and lectures notes

• J.P.Boyd Chebyshev and Fourier Spectral Methods
• M.W.Choptuik Relativistic Astrophysics and Numerical Relativity, Numerical Analysis for Numerical Relativists
• B.Gustafsson, H.O.Kreiss and J.Oliger, Time-dependent problems and difference methods, John Wiley,New York

1995.
• C.W.Shu Numerical Methods for Hyperbolic Conservation Laws

Papers

• M.J.Berger & J.Oliger Adaptive mesh refinement for hyperbolic partial differential equations
• M.J.Berger & P.Colella Local adaptive mesh refinement for shock hydrodynamics

2.5 Web resources and Software

• AMR AMR is a package of Fortran routines for the numerical solution of hyperbolic conservation laws in 2 and
3 space dimensions

• Cactus and Einstein toolkit a community project for numerical relativity
• Choptuik and Pretorius webpages for lectures, tutorial, and examples
• GRChombo open-source code for numerical general relativity simulations based on Chombo
• GRwiki yes, a wikipage!
• GRHypS 1+1 GR code for evolutions with puncture gauge
• GR1D 1+1 GR and neutrino transport code for supernova expolosion
• nuLib Basic standard set of neutrino matter interaction routines that can be readily incorporated in radiation-

hydrodynamics codes
• PARAMESH A parallel adaptive mesh refinement community toolkit. See also this paper

6

https://arxiv.org/abs/gr-qc/0007028
https://arxiv.org/abs/gr-qc/0106016
https://arxiv.org/abs/gr-qc/0302083
https://arxiv.org/abs/gr-qc/0504114
https://arxiv.org/abs/gr-qc/0307082
https://arxiv.org/abs/0707.0726
https://arxiv.org/abs/0902.3652
https://arxiv.org/abs/1211.6632
https://arxiv.org/abs/gr-qc/0307082
https://arxiv.org/abs/gr-qc/0312112
https://arxiv.org/abs/gr-qc/0305023
https://arxiv.org/abs/0709.3559
https://arxiv.org/abs/1111.2177
https://arxiv.org/abs/gr-qc/0512093
https://arxiv.org/abs/gr-qc/0507014
https://arxiv.org/abs/gr-qc/0511103
https://arxiv.org/abs/gr-qc/0511048
https://arxiv.org/abs/gr-qc/0606099
https://arxiv.org/abs/0705.1359
https://arxiv.org/abs/1012.3703
https://arxiv.org/abs/astro-ph/0603204
https://arxiv.org/abs/gr-qc/0702133
https://arxiv.org/abs/gr-qc/0701164
https://arxiv.org/abs/gr-qc/0701143
https://arxiv.org/abs/gr-qc/0702052
https://arxiv.org/abs/gr-qc/0702052
https://arxiv.org/abs/0810.1838
https://arxiv.org/abs/1212.0130
https://arxiv.org/abs/1107.1440
https://arxiv.org/abs/1202.2893
http://adsabs.harvard.edu/abs/1981MNRAS.194..439T
https://arxiv.org/abs/1104.3937
https://arxiv.org/abs/1305.0037
https://arxiv.org/abs/1703.02046
https://arxiv.org/abs/1703.10303
https://arxiv.org/abs/gr-qc/0405092
https://link.springer.com/article/10.12942/lrr-2000-5
https://link.springer.com/article/10.12942%2Flrr-2008-7
https://link.springer.com/article/10.12942/lrr-2009-1
https://arxiv.org/abs/1405.4840
https://arxiv.org/abs/1001.5429
https://link.springer.com/article/10.12942%2Flrr-2003-7
https://arxiv.org/abs/1407.7407
https://arxiv.org/abs/1411.3997
https://arxiv.org/abs/1610.03805
http://depts.washington.edu/ph506/Boyd.pdf
http://laplace.physics.ubc.ca/People/matt/Teaching/06Mexico/mexico06.pdf
https://mathema.tician.de/dl/academic/notes/257/257.pdf
https://www.sciencedirect.com/science/article/pii/0021999184900731
https://www.sciencedirect.com/science/article/pii/0021999189900351?via%3Dihub
https://cs.nyu.edu/berger/amrsoftware.html
https://cactuscode.org/
http://einsteintoolkit.org/
http://laplace.physics.ubc.ca/Group/Software.html
http://physics.princeton.edu/~fpretori/group_resources/index.html
http://www.grchombo.org/
https://commons.lbl.gov/display/chombo/Chombo+-+Software+for+Adaptive+Solutions+of+Partial+Differential+Equations
http://grwiki.physics.ncsu.edu/wiki/Main_Page
https://bitbucket.org/bernuzzi/grhyps/src/master/
https://github.com/evanoconnor/GR1D
https://github.com/evanoconnor/nulib
https://sourceforge.net/projects/paramesh/
https://www.sciencedirect.com/science/article/pii/S0010465599005019
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• PETSc a suite of data structures and routines for the scalable (parallel) solution of scientific applications modeled
by PDEs.

• PySpinSph Spin Weighted Spherical Harmonics for Python/NumPy
• SageMath and SageManifold. See also these lecture notes and this paper. Online notebooks of interest (Thanks

to E.Gourgoulhon):
– Kruskal diagram ipynb (cell 44)
– Kruskal diagram ipynb (cell 95)
– Kruskal diagram ipynb (cell 19)
– 3+1 split
– 3+1 split ipynb

• xAct and contributed examples and these lectures
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3. Introduction

Numerical relativity (NR) is the art of solving Einstein Field Equations (EFEs) with computers. This introductory
lecture defines the scope of numerical relativity (NR), summarizes basic facts on EFE as PDE system and introduces
the concept of globally hyperbolic spacetime. Most of these concepts are typically covered in advanced GR courses, a
complete discussion can be found in the

Suggested readings. Chap. 8,9,10 of Wald’s book; Chap. 1 of Alcubierre’s book.

3.1 The numerical relativity problem

The development of NR is motivated by the following physics problems:

• Gravitational collapse and black hole (BH) formation
• BH and neutron star (NS) collisions
• Dynamical stability of stationary solutions (from rotating stars and discs to black strings)

Common features of the physics problems above:

1. Strong gravity
2. No symmetries or reduced symmetries
3. Nonstationary (“dynamical”, “time-dependent”) solutions of GR

The last two points imply that no Killing vectors, or a minimal number of them, are present. Killing vectors are often
the key element to simplify EFE, introduce preferred coordinates, and compute analytical solutions; the alternative
is the numerical approach. The NR problem:

Solve EFE

Gab = 8πTab , (3.1)

on a computer to find GR solutions of theoretical and astrophysical relevance.

Breakdown the problem:

(i) Formulate EFE as PDE system (hypothesis on the spacetime/manifold needed)
(ii) Formulate well-posed PDE schemes (if possible) and specify coordinates
(iii) Develop numerical algorithms
(iv) Extract meaningful information (e.g. gravitational waves at null-infinty, global mass-energy)

Item (iii) can be further broken into:

(a) Solution of nonlinear PDE of elliptic/hyperbolic/mixed/unknown type
(b) Space(time) discretization (problem dependent)
(c) Treat singularities and horizons (formation, movement, etc)
(d) High-performance-computing (HPC) techniques

3.2 EFE as PDE system

The EFE can be written as a 2nd order PDE system of 10 equations by introducing a coordinate system. For example
in vacuum one obtains

0 = Rµν = −1

2
gαβ∂α∂βgµν + gαβ∂α∂(µgν)β −

1

2
gαβ∂µ∂νgαβ +Qµν [∂g, g] (3.2)

= −1

2
gαβ∂α∂βgµν − gα(µ∂ν)H

α + Q̃µν [∂g, g] (3.3)

8



3.2. EFE as PDE system NR notes - S.Bernuzzi

where Qµν (and Q̃µν) represent the non-principal part (lower derivatives of gµν), and the second line is re-written
introducing the quantity

Hα = ∂µg
αµ +

1

2
gαβgρσ∂βgρσ (3.4)

for later use. The resulting equations are not, however, 10 independent equations for the components gµν of the metric
tensor because the 4 Bianchi identities,

∇aGab = 0 , (3.5)

are further relations between the metric components.
Questions:

(i) What type of equations are EFE?
(ii) How to formulate initial/boundary values problems?
(iii) Are the latter well-posed?

Proper answers will be given during the course. The following operative definition of well-posedness is sufficient for
the time being:

Definition 3.2.1. A PDE problem is well-posed iff exists a unique solution that depends continuously on the boundary
data (at least locally in time for IVP)

3.2.1 Maxwell field equations

Weak-field (linearized) EFE are analogous to Maxwell equations; we start recalling the Cauchy or initial value problem
(IVP) in electromagnetism. Call Fαβ the Maxwell tensor and Aα the vector potential, Maxwell equations on flat
spacetime in vacuum read

0 = ∂αFαβ = ∂α(∂αAβ − ∂βAα) (3.6)

The β = 0 component is

0 = ∂α(∂αA0 − ∂0Aα) = �A0 − ∂0∂
αAα = −HHH∂2

0A0 + ∂i∂
iA0︸ ︷︷ ︸

∆A0

+HHH∂2
0A0 − ∂0∂

iAi (3.7)

= ∂i(∂iA0 − ∂0Ai) = ∂iFi0 = ∂iEi =: C (3.8)

The electric field is defined as
Eα = Fα0 = Fαβn

β with nβ = (1,~0) (3.9)

introducing the timelike vector nα (that “selects” the components F0i).
While Eq. (3.6) appears as 4 wave-like equations for the 4 components of Aα, the C = 0 equation (β = 0

component) does not contain 2nd time derivatives. If one tries to take a time derivative of the equation to obtain a
dynamical one, one fails and just find

∂0C = ∂0[∂α(∂αA0 − ∂0Aα)] = ∂i[ [∂α(∂αAi − ∂iAα)︸ ︷︷ ︸
l.h.s. of Maxwell eq. for β=i

]
.
= 0 (3.10)

as a result of the identity

∂α[∂βFαβ ] = ∂α∂β︸ ︷︷ ︸
sym

Fαβ︸︷︷︸
antisym

≡ 0 (3.11)

that was used in the second passage (The
.
= indicates as usual “on solution”/“on shell”). Hence,

• The equation
C = ∂αE

α = ∂α(∂αA0 − ∂0Aα) = 0 (3.12)

is a constraint, and
• If initially satisfied, it is “transported along the dynamics” because ∂0C = 0
• The Maxwell equations are undetermined (3 equations for the 4 components Aα)
• As formulated above, they do not admint a well-posed IVP: given a solution with initial data Aα(t = 0), ∂0Aα(t =

0) (on a given spatial surface) the component A0 can be arbitrarily specified to obtain another solution.
At this point, one exploits the gauge freedom: two solutions

Aα and Aα + ∂αφ

represent the same electric and magnetic fields [Alt. the physical solution is the equivalence class of all the Aα related
to each other by the gauge transformation above]. For example, fix

∂αAα = 0 (Lorentz gauge, LG) , (3.13)

and obtain from Eq. (3.6)

0 = ∂αFαβ = ∂α∂αAβ −XXXX∂β∂
αAα

LG
= ∂α∂αAβ = �Aβ . (3.14)
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• The 4 equations are now dynamical (contain 2nd derivatives)
• The IVP is well posed (4 wave equations)
• For any choice of Aα(t = 0), ∂0Aα(t = 0) that satisfies the gauge

∂αAα(t = 0) = 0 and ∂0∂
αAα(t = 0) = 0 , (3.15)

The LG is satisfied for all times because

0
.
= ∂β(�Aβ) = �(∂βA

β) (3.16)

• The constraint C = 0 (β = 0 eq. before gauge fixing) is sastified along the dynamics

C = �Aα − ∂α∂0Aα = �Aα − ∂0∂
αAα

LG.
= −∂0∂

αAα
LG.
= 0 (3.17)

Summary 3.2.1. Maxwell equations for Aα (Eq. (3.6)) admit a well-posed IVP if one works in an appropriate gauge
(e.g. Eq. (3.13)) and if initial data satisfy the constraint Eq. (3.12).

3.2.2 EFE: constraints and evolution equations

The structure of EFE (no approximation) is very similar to Maxwell equations. Let us assume the spacetime possess
a timelike vector field na that defines a foliation of 3D spatial hypersurfaces [Will discuss below the exact hypothesis
and formalism]. In vacuum, the projections of EFE along nb is

0
.
= Gabn

b =: Ca[∂2
i g, ∂g, g] (3.18)

and does not depend on 2nd time derivatives: they are 4 constraints. The Bianchi identities (Eq. (3.5)) play the role
of the identity in Eq. (3.11) and guarantee that the constraints are transported along the dynamics.

A direct way to see this is to pick coordinates such that 0 = Cµ = G0µ, and because

∇αGαµ = 0 ⇒ ∂0G
0µ = −∂kGkµ − ΓµαβG

αβ − ΓααρG
µρ︸ ︷︷ ︸

this r.h.s contains at most ∂2
0g

, (3.19)

the l.h.s. ∂0G
0µ contains at most ∂2

0g, and thus Cµ contains at most first time derivatives. Moreover, if Cµ(t = 0) = 0
then from the equation above ∂0C

µ = ∂0G
0µ = 0 because Gµν

.
= 0 for all times; the constraints are zero all times.

Similarly to Maxwell eqs, one is interested to the EFE solution given by the equivalence class of all the metric gαβ
related to each other by coordinate transformation (diffeomorphism invariance). A way to obtain a well-posed IVP
for Eq. (3.2) is to choose coordinates such that Rµν ∼ �gµν , i.e.

Hα ≡ 0 (Harmonic gauge) , (3.20)

and initial data for gµν that satisfy the constraints.

0 = �xµ = gαβ∇α∇βxµ = gαβ∇α(∂βx
µ) = gαβ [∂α(∂βx

µ︸ ︷︷ ︸
δµβ

)− ∂γxµ︸ ︷︷ ︸
δµγ

Γγαβ ] = 0− gαβΓµαβ = −Hµ . (3.21)

3.3 Causality and globally hyperbolic spacetime

Above, when separating the EFE in constraints and evolution equations, we have implicitly assumed the existance of
a global notion of time that determines past and future of each event.

In flat spacetime (special relativity) the causal structure is simple and given by the light cones: an event can be
connected by spacelike, timelike, null curves to other events, and that determines in an absolute sense its future and
its past. In the language of hyperbolic PDE, the light cone determines the domain of dependence and the domain of
influence of the solution of the wave equation, �φ = 0.

In GR the global causal structure of the spacetime is more complex. One can consider a closed set of causally-
connected events: it is impossible to say which event of the set happened before or after another one. The situation
corresponds to the existance of closed timelike curves; an example is given by the Gödel cosmology that satisfies EFE
with the cosmological constant. Other examples are discussed in e.g. Chap. 2 of Carroll’s book.

One considers “physically realistic” a spacetime in which “causality is well-behaved”, i.e. it is possible to contin-
uously distunguish between past and future as the event p moves in M. Such manifolds are called time-orientable.

Some definitions:
• Achronal set S ⊂M: subset of events that are not connected by timelike curves
• Future domain of dependence of S D+(S): the set of events such that every causal curve intersect S in the past
• Future Cauchy horizon of S H+(S): the boundary of D+(S)
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All the definitions repeat substituting + 7→ − and “past”7→ “future”. The domain of dependence is D(S) = D+(S)∪
D−(S).

A Cauchy surface is a spacelike hypersurface Σ ⊂M whose domain of dependence is the entire manifold D(Σ) =M
(H(Σ) = 0). Every causal (timelike or null) curve without end-point intersect Σ only once. In other terms, given Σ
one can predict past and future. Note Σ are not unique.

Definition 3.3.1. (M, g) is said globally hyperbolic spacetime iff admits a Cauchy surface.

Spacetimes of interested for NR are assumed to be globally hyperbolic. For example, it should be clear that
weak-field spacetimes or the spacetime outside a star are of such type. The discussion in the next Section should also
convice the reader that Schwarzschild is globally hyperbolic (Recall the singularity r = 0 is not part of the manifold).

Remark 3.3.1. The IVP for the wave equation �gφ = 0 is well posed in a globally hyp. spacetime. See e.g. (Baer
et al., 2008).

3.3.1 Trapped surfaces and singularities

The relevance of globally hyperbolic spacetimes for NR can be appreciated in the context of singularity formation. In
this discussion we introduce the concept of apparent horizon that will be further developed in Sec. X.

Consider a 3D spatial hypersurface Σ with normal na and a closed 2D surface S ⊂ Σ with normal sa. Construct
the null vectors

`a± =
1√
2

(na ± sa) (3.22)

they are tangent to the congruence of outgoing and ingoing null geodesics through S, i.e. they generate light rays
leaving or reaching S.

Construct the projection of the derivative of `a onto S

kab = P caP
d
b ∇c`+d . (3.23)

This symmetric tensor is the extrinsic curvature of the null hypersurface generated by `a+ (outgoing light from S) and
the explicit form of the projector is [justification will be given later]

P ab = δab + nanb − sasb . (3.24)

The expansion of the congruence of outgoing null geodesics S is the trace

θ = kaa , (3.25)

that measures how the light rays separate as they leave S. The value θ < 0 (> 0) everywhere on S indicates that
the volume enclosed by the light rays is smaller (larger) as they leave S, i.e. they are getting closer (apart). In these
cases the surface S is said

θ < 0 : trapped surface

θ = 0 : marginally trapped surface

Definition 3.3.2. The outermost marginally trapped surface is called apparent horizon.

Remark 3.3.2. In flat spacetime there are no trapped surfaces.

Example 3.3.1. In Schwarzschild spacetime all the spheres with r < 2M are trapped surfaces. That is immediately
clear considering radial null rays. The apparent horizon coincides with the r = 2M horizon.

Theorem 3.3.1. Penrose’s theorem (Penrose, 1965; Hawking and Ellis, 2011) states that

M is a globally hyperbolic spacetime with
Null energy condition Tab`

a`b ≥ 0 ∀`a : `a`a = 0
∃ trapped surface

⇒ a singularity will necessarily form in the future .

Remark 3.3.3. Under such conditions, a singularity will form during the gravitational collapse.

Remark 3.3.4. The theorem does not imply the existance of a horizon (BH). The formation of a naked singularity
is possible and it would break the causality. Hence, naked singularity are not compatible with globally hyperbolic
spacetimes and singularities should be hidden by an horizon (Cosmic censorship conjecture) (Penrose, 1969).
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4. 3+1 Geometry

In this lecture we will discuss
(i) The concepts of 3-metric γij and extrinsic curvature Kij

(ii) The 3-metric as the dynamical variable for 3+1 GR
(iii) The “kinematical” 3+1 equation (Eq. (4.34))

Differential geometry concepts:
• Hypersurfaces in manifold
• Spacelike hypersurfaces and projector
• 3+1 foliations of globally hyperbolic spacetime
• Gauss-Codazzi-Ricci equations for the 3+1 geometry

All results are independent on EFE.

Suggested readings. Chap. 10 of Wald’s books; Chap. 2-3 of Gourgoulhon’s 3+1 lecture notes.

4.1 Hypersurfaces

A hypersurface Σ = φ(Σ̂) (dimension n − 1 = 3) of a time-orientable manifold (dimension n = 4) is the image of an
embedding (1-to-1 map)

φ : Σ̂ 7→ M . (4.1)

The 1-to-1 character of the embedding map guarantes that Σ does not intersect itself. Introducing a coordinate
system xµ in M, Σ can be locally defined as the level set of a scalar field. Take for example the first coordinate,

∀p ∈M, p ∈ Σ ⇔ x0(p) = 0 . (4.2)

The push-forward and pull-back maps are used to identify the tangent and cotangent spaces in M and Σ̂

φ∗ : Tp(Σ̂) 7→ Tp(M) (4.3a)

vi 7→ φ∗v
µ = (0, vi)

φ∗ : T ∗p (M) 7→ T ∗p (Σ̂) (4.3b)

ωµ = (ω0, ωi) 7→ φ∗ωµ = ωi

Obviously, the reverse maps cannot be in general defined [See e.g. Appendix A and D of Carroll’s book for the definition
of pullback/pushforward], but for spacelike hypersurfaces a projector operator is possible (see below). Conventionally,
Σ̂ and Σ are identified; vectors (and tensors) on Σ̂ and the push-forward image in M are also identified.

The pull-back operation allows one to define the induced metric (3-metric) on Σ,

γ := φ∗g , (4.4)

whose components are

γij =
∂xα

∂yi
∂xβ

∂yj
gαβ . (4.5)

Σ is characterized by the 1-form dx0 (gradient) associated to the scalar function x0. The normal to Σ is the vector
associated to the 1-form,

(∇t)a = gab∇bt = gab(dx0)b , (4.6)

and it defines the unique direction perperndicular to Σ.
Characterization:
• Σ spacelike iff γab has signature (+,+,+) ; (∇t)a is timelike
• Σ timelike iff γab has signature (−,+,+) ; (∇t)a is spacelike
• Σ null iff γab has signature (0,+,+) ; (∇t)a is null
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Figure 4.1: Sketch of an embedding.

Note that the normal to a null hypersurface cannot be normalized. In the other cases, the two unit normal vectors
are defined via

na = α(∇t)a with α :=
(
±gab∇at∇bt

)−1/2
, (4.7)

and n
′ a = −na.

If Σ is not null, the metric γ is nondegenerate and it exists a Levi-Civita connection D and a Riemann tensor,

(DiDj −DjDi)v
k = Rklijv

l . (4.8)

The Riemann tensor Rklij describes the curvature of (Σ,γ) exactly as 4Rcdab does for the ambient spacetime (M, g).
Thus, it is an intrinsic curvature measure. It does not tell, however, how Σ is bent in M. State differently one may
ask: How does na changes when it is transported along Σ ? To measure that, one defines the extrinsic curvature of
Σ as the symmetric tensor (Note the use of “nonindex notation”)

K : Tp(Σ)× Tp(Σ) 7→ R (4.9)

(u,v) 7→K(u,v) = Kabu
avb = −uavb∇bna , (4.10)

The extrisic cuvature measures the projection of the derivative of na along a vector in va in Σ with another vector ua

in Σ, see Fig. (4.2). The symmetry of k follows from Frobenius theorem [see e.g. Wald’s book].

4.2 Spacelike hypersurfaces

Focus now on spacelike hypersurfaces. The tangent space of M can be decomposed as the sum of the tangent space
of Σ and the space generated by the unit vector na,

Tp(M) = Vp(n)⊕ Tp(Σ) (4.11)

va = v⊥n
a + va‖ . (4.12)

One can then define the reverse maps of Eq. (4.3) in terms of the projector

P : Tp(M) 7→ Tp(Σ) (4.13a)

va 7→ va + (vbnb)n
a

whose explicit form is
P ab = δab + nanb (4.14)

since
P ab v

b = (δab + nanb)(v⊥n
b + vb‖) = v⊥n

a + v⊥n
a nbn

b︸︷︷︸
=−1

+vb‖ + na nbv
b
‖︸︷︷︸

=0

= vb‖ . (4.15)
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Figure 4.2: Geometrical meaning of extrinsic curvature, see Eq. (4.9).

For vectors tangent to Tp(Σ) (v⊥ = 0) P is the identity operator; for normal vectors P (va‖) = 0.

In particular, a formula for the induced metric on Σ can be obtained as 1

γab = P caP
d
b gcd = (δca + ncna)(δdb + ndnb)gcd (4.16)

= δcaδ
d
b gcd + δcan

dnbgcd + δdbn
cnagcd + ncnan

dnbgcd (4.17)

= gab + ndnbgad + ncnagcb + nanb n
dncgcd︸ ︷︷ ︸
=−1

(4.18)

= gab + nanb (4.19)

From the above formula one notices that the projector is nothing else than the 3-metric γab with an index raised with
gab:

P ab = δab + nanb = gacγcb =: γab . (4.20)

The projector (from now on we use the notation γab ) can be used to project tensors on Σ. Not surprisingly, the
covariant derivative D can be obtained from the ∇ cov. derivative as

DeT
a1...ap
b1...bq

= γa1
c1 ...γ

ap
cp γ

d1

b1
...γ

dq
bq
γfe∇fT

c1...cp
d1...dq

. (4.21)

Although intuitive, this result would need proof (D is a connection, is torsion free, and is compatible with the metric).
In terms of the projector, the extrinsic curvature of Σ is defined as

Kab := −γcaγda∇(cnd) = −γcaγda∇cnd , (4.22)

which is compatible with the formula/definition introduced above. The curvature of the ambient spacetime M can
be expressed in terms of the intrisinc curvature of Σ and of Kab by using the projector. The resulting geometrical
equations are known as Gauss-Codazzi-Ricci and are reported in Sec. 4.4.

4.3 Spacelike foliations & Eulerian observers

Consider now globally hyperbolic spacetimes. The main property of such spacetimes is that they can be foliated by
a family of nonintersecting spatial hypersurfaces Σt,

M = ∪Σt , (4.23)

where t(p) = x0(p) is the scalar function (its value is also conventionally indicated with the same letter, t ∈ R). The
unit normal is taken with a minus

na = −α(∇t)a with α :=
(
−gab∇at∇bt

)−1/2
> 0 (lapse function) (4.24)

1See Gourgoulhon 3+1 lecture notes for the underlining formal aspects of the following three formulas.
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in such a way it is future pointing if t is increasing in the future (Recall the contraction with the Lorentzian metric to
go from 1-form to vector). The normal vector defines worldlines orthogonal to Σt; these observes are called Eulerian
observers. Physically, Σt can be then locally interpreted as the set of events that are simultaneous in the Eulerian
frame. The acceleration of Eulerian observers is

aa := nb∇bna , (4.25)

and as every acceleration it is orthogonal to the velocity, aan
a = 0. Together with na one defines the normal evolution

vector
ma := αna , (4.26)

with the properties

mama = −α2 (4.27a)

∇mt = ma∇at = αna∇at = −α2 (∇t)a∇at︸ ︷︷ ︸
=−α2

= +1 ; (4.27b)

the latter property can be taken as alternative definition.
With these definitions at hand, one can understand the geometrical properties of spacelike foliations that represent

the “kinematics” of 3+1 GR. The main characteristics of the foliation are

(i) The normal evolution vector carries points from Σt to points to Σt+δt;
(ii) The lapse function relates the coordinate time t (used to label each hypersurface) to the proper time

measured by Eulerian observers;
(iii) Tensors defined on Σt can be transported to tensors on Σt+δt using the Lie derivative along the normal

evolution vector ma;
(iv) The Lie derivative (evolution) of the 3-metric is given by the extrinsic curvature.

In other words, hypersurfaces Σt and Σt+δt are identified by the diffeomorphism generated by ma. The globally
hyperbolic spacetime (M, g) can be interpreted as representing the time development of the 3-dimensional (Σ0, γ).
Hence, the 3-metric is identified as the dynamical variable of GR in globally hyperbolic spacetimes.

Start showing (i). Consider a point p ∈ Σt and displace it to p′ = p + δtm using the vector m (Note the use of
the notation without indexes). The value of the scalar function t defining the foliation at p′ is simply given by the
very definition of gradient of a function:

t(p′) = t(p+ δtm) = t(p) + δt∇mt︸︷︷︸
=1

= t(p) + δt , (4.28)

which proves the claim. One says that Σt are Lie dragged by ma.
Show (ii). Choose the 2 points p and p′ in such a way they are on the worldline of a Eulerian observer. The proper

time interval measured by the Eulerian observer is given by the length of the displacement vector δtm

δτ =
√
−g(δtm, δtm) =

√
−g(m,m)δt =

√
−mamaδt = αδt (4.29)

Property (iii) follows instead from (i) and the definition of Lie derivative, Fig. (4.3). Given a vector field v,

Lmv(t+ δt) := lim
δt→0

v(t+ δt)− Φδtv(t)

δt
, (4.30)

where Φ is the diffeomorphism associated to m, i.e. transporting the vector v(t) = ~pq(t) along the field lines of m.
Because of (i), both the transported points Φδt(p) and Φδt(q) belong to Σt+δt, the transported vector belong to Σt.
The Lmv(t+ δt) is a vector in Σt+δt because it results from the difference of two vector in Σt+δt.

To show (iv) one needs the following expression for the extrinsic curvature in terms of the acceleration of Eulerian
observers

Kab = −γcaγdb∇cnd = −γca(δdb + ndnb)∇cnd = −γca(∇cnb + nb nd∇cnd︸ ︷︷ ︸
=1/2∇c(ndnd)=0

) (4.31a)

= −γca∇cnb = −(δca + ncna)∇cnb = −∇anb − ncna∇cnb (4.31b)

= −∇anb − naab . (4.31c)

Then use the definition of the Lie derivative for tensors

Lnγab = Ln(gab + nanb) = 2∇(anb) + naLnnb + nbLnna = 2(∇(anb) + n(aab)) = −2Kab . (4.32)

The expression above can be used to define the extrinsic derivative. Now using the property of the Lie derivative,

Lnγab = φ−1Lφnγab ∀φ scalar , (4.33)

that simply follows from the definition of L and from γabn
b = 0, one obtains:
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NR notes - S.Bernuzzi 3+1 Geometry

Figure 4.3: Lie derivative of vector field v along the normal evolution vector.

Lmγab = −2αKab (4.34)

4.4 Gauss-Codazzi-Ricci equations

The GCR equations are the fundamental equations connecting the 4-dimensional Riemann 4Rabcd and Ricci tensors
to the 3-dimensional ones.

Remark 4.4.1. Gauss and Codazzi eqs are defined on a single spatial hypersurface Σ and thus they do not require a
foliation Σt (They do not require the hypothesis of globally hyperbolic spacetime) Ricci eqs contain instead derivative
in the direction normal to the hypersurface, i.e. terms ∝ Ln.

4.4.1 Gauss eq.

Spatial projection:

γpaγ
q
bγ

r
cγ

s
d

4Rpqrs = Rabcd +KacKbd −KadKbc (4.35a)

Contracted equations:

γpaγ
q
bγ

r
cγ

s
d

4Rcspq = Rcdab +Kc
aKbd −KadK

c
b (4.35b)

γapn
qγrbn

s 4Rpqrs + γpaγ
q
b

4Rpq = Rab +KKab −KasK
s
b (4.35c)

4R+ 2 4Rabn
anb = R+K2 −KabK

ab (4.35d)

4.4.2 Codazzi eq.

Three spatial projection and one na contraction:

γrbγ
p
aγ

q
cn

s 4Rrpqs = DaKbc −DbKac (4.36a)

Contracted equations:

γcrn
sγpaγ

q
b

4Rrsqp = DbK
c
a −DaK

c
b (4.36b)

γpan
q 4Rpq = DaK −DrK

r
a (4.36c)
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4.4. Gauss-Codazzi-Ricci equations NR notes - S.Bernuzzi

4.4.3 Ricci eq.

Two spatial projections and two na contractions:

γapn
rγqbn

s 4Rprps = α−1LmKab + α−1DaDbα+KasK
s
b (4.37a)

Contracted equations:

γpaγ
q
b

4Rqp = −α−1LmKab − α−1DaDbα+Rab +KKab − 2KacK
c
b (4.37b)

The above equation is derived by combining the Ricci equation with the term “γγnn 4R” of the contracted Gauss eq.
Note the derivation of the Ricci requires to the following relation between the acceleration of Eulerian observers

and the covariant derivative of the lapse:

aa = np∇pna = −np∇p(α∇at) = −np∇pα ∇at︸︷︷︸
=−α−1na

−αnp ∇p∇at︸ ︷︷ ︸
∇a(−α−1np)

(4.38a)

= +α−1nan
p∇pα+ αnp∇a(−α−1np) = +α−1nan

p∇pα+
Zα

α C2
npnp︸ ︷︷ ︸
=−1

∇a(α)− np∇anp︸ ︷︷ ︸
=0

(4.38b)

= +α−1nan
p∇pα+ α−1∇aα = +α−1 (nan

q + gqa)︸ ︷︷ ︸
γqa

∇qα = α−1γqa∇aα = Da lnα (4.38c)
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5. 3+1 Decomposition of GR

In this lecture the EFE
4Gab = 4Rab −

1

2
4Rgab = 8πTab (5.1)

are written as equations for the 3-metric and extrisinc curvature in a form that is adapted to the 3+1 foliation of the
spacetime. The resulting equations split into
• constraints: Hamiltonian (Eq. (5.5)) and Momentum (Eq. (5.9))
• evolution (or dynamical) equations: for the extrinsic curvature (Eq. (5.15))

Together with the kinematical equation for the 3-metric (Eq. (4.34)) they form the basic equations for 3+1 GR.

Suggested readings. Chap. 4 of Gourgoulhon 3+1 lecture notes; Chap. 2 of Baumgarte lecture notes (Book’s
Chap. 2); Chap. 2 of Alcubierre’s book; Chap. 10 of Wald’s book.

5.1 Historical remark

Key steps
1927 Darmois, Gaussian coordinates (α = 1, βi = 0)
1939 Lichnerowicz, Zero shift coordinates (α 6= 1, βi = 0)
1948 Choquet-Bruhat, generic coordinates
1962 Arnowithh+Deser+Misner (ADM) Hamiltonian formulation
1979 York, current 3+1/ADM form of the eqs (Hereafter ADMY eqs)

5.2 Constraints

The constraints are the equations (4Gab − 8πTab)n
b = 0.

5.2.1 Hamiltonian

Consider the projection of 4Gab orthogonal to Σt, i.e. along nanb:

4Gabn
anb = 4Rabn

anb − 1

2
4Rgabn

anb = 4Rabn
anb +

1

2
4R(+1)︸ ︷︷ ︸

1/2× l.h.s of contracted Gauss eq.

=
1

2
(R+K2 −KabK

ab) (5.2)

where the second lines uses

− gabnanb = −nanb(γab − nanb) = 0 + nanbnanb = +(−1)(−1) = +1 , (5.3)

and the third line substitutes the contracted Gauss Eq. (4.35d).
From the very definition of stress-energy tensor, the projection

E := nanbTab (Matter energy density) (5.4)

is the energy density measured by the Eulerian observers.
The projection of Eq. (5.1) orthogonal to Σt is thus

C0 := R+K2 −KijK
ij − 16πE = 0 (Hamiltonian constraint) . (5.5)

Note it contains only spatial quantities and spatial derivatives.
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5.3. Evolution NR notes - S.Bernuzzi

5.2.2 Momentum

Consider the mixed projection of 4Gab along γpan
q:

4Gpqγ
p
an

q = 4Rqpγ
p
an

q − 1

2
4Rgpqγ

p
an

q = 4Rqpγ
p
an

q︸ ︷︷ ︸
l.h.s of contracted Codazzi eq.

+0 = DaK −DpK
q
a (5.6)

where the second line uses

gpqγ
p
an

q = (γpq − npnq)γpanq = γpqn
q︸ ︷︷ ︸

=0

γpa − npγpa︸ ︷︷ ︸
=0

nqn
q︸ ︷︷ ︸

=−1

= 0 , (5.7)

and the third line substitutes the contracted Codazzi Eq. (4.36c).
From the very definition of stress-energy tensor, the projection

Pa := +γpan
qTpq (Matter momentum density) (5.8)

is the momentum density measured by the Eulerian observers.
The projection of Eq. (5.1) along γpan

q is thus

Ci := DjK
j
i −DiK − 8πPi = 0 (Momentum constraint) . (5.9)

Note these are 3 equations containing only spatial quantities and spatial derivatives. The notation using the spatial
indexes i, j, ... simply anticipates the expressions in adapted coordinates.

5.3 Evolution

Consider the γaq γ
b
p projection of the trace reverse EFE,

4Rab = 8π(Tab −
1

2
Tgab) . (5.10)

The l.h.s of Eq. (5.10) is the l.h.s. of the contracted Ricci eq combined with the contracted Gauss eq, Eq. (4.37b).
Project now the stress-energy tensor. From the definition, the projection

Sab := −γpaγ
q
bTpq (Stress tensor) (5.11)

is the stress tensor for the Eulerian observers, a purely spatial tensor on Σt. Its trace is

S := gabSab = γijSij . (5.12)

Using the last definitions, one can directly verify that the 4-dimensional stress-energy tensor has been decomposed as

Tab = Sab + 2n(aPb) + nanbE , (5.13)

and its trace is
T = gabTab = gabSab + gabnaPb︸ ︷︷ ︸

nbPb=0

+gabnaPb + nanbg
ab︸ ︷︷ ︸

=−1

E = S − E . (5.14)

The projection of Eq. (5.10) along γaq γ
b
p is thus

LmKij = −DiDjα+ α{Rij +KKij − 2KikK
k
j + 4π[(S − E)γij − 2Sij ]}. (5.15)

The above equation complete the 3+1 decomposition in tensor equations.

Summary 5.3.1. The EFE are equivalent to the system of equations composed by the Hamiltonian (Eq. (5.5), one
scalar eq) and Momentum (Eq. (5.9), one rank-1 tensorial equation with 3 components), plus the dynamical equations
for the 3-metric (Eq. (4.34)) and the extrinsic curvature (Eq. (5.15)). The latter are rank-2 tensorial equations
involving symmetric 3-tensors (6 components). Hence, the 10 EFE equations [4 involving only first “time derivatives”
of gab and 6 involving second time derivatives of gab] are decomposed in 4 equations involving at most time derivatives
of γij (Kij) and 6+6 equations involving up to first time derivatives of γij and Kij.

Remark 5.3.1. General covariance (coordinate gauge freedom) is maintained in the 3+1 equations; in the equations
above the lapse and the coordinates on Σt are unspecified. The gauge freedom is translated in the freedom for choice
of the slicings (lapse) + 3 spatial coords.

In Sec. 5.4 coordinate adapted to the foliation are introduced to reduce the system to PDEs.
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NR notes - S.Bernuzzi 3+1 Decomposition of GR

Figure 5.1: Adapted coordinates for 3+1 decomposition.

5.4 Adapted coordinates

The natural coordinates adapted to the 3+1 decomposition of M are

xµ = (t, xi) , (5.16)

where xi are coordinates on Σt. The natural basis for Tp(M) is thus composed by the vectors

eµ = ∂µ = (∂t,∂i) , (5.17)

where ∂i ∈ Tp(Σt) and ∂t is called the time vector. The dual basis is composed of the coordinate gradients

e∗µ = dxµ . (5.18)

Properties of the time vector [see Fig. (5.1)]:

(i) ∂t is tangent to the curves defined by constant values of the spatial coordinates c(t) : xi = (const)i;
(ii) ∂t Lie-drags the hypersurfaces exactly as the normal evolution vector m does. That is because dt(∂t) =
∇at(∂t)a = 1 follows from the definition of dual basis dxµ(∂ν) = δµν ;

(iii) ∂t is not, in general, a timelike vector! The direction of ∂t depends on the spatial coordinates and it is written
as

(∂t)a := ma + βa = αna + βa ; (5.19)

where βa is a spatial shift vector, naβ
a = 0, defined by the expression 1 In other terms, in general, ∂t is not

parallel to m. Taking the time vector norm,

||∂t||2 = (∂t)a(∂t)a = −α2 + βaβ
a = −α2 + β2 , (5.20)

one has

(∂t)a timelike⇔ β2 < α2 (5.21a)

(∂t)a null⇔ β2 = α2 (5.21b)

(∂t)a spacelike⇔ β2 > α2 (5.21c)

Remark 5.4.1. If ∂t is spacelike, then the shift vector is said superluminar and coordinates from one surface to the
next “change at a speed faster than light”. The situation is not unphysical since there are no observers associated to
the time vector (Eulerian observers are associated to n).

1The introduction of the shift vector is due to Choquet-Bruhat in 1956; the names lapse/shift are due to Wheeler (1964).
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It is now easy to express the key quantities in adapted coordinates:

(∂t)a = (1, 0, 0, 0) (5.22a)

βa = (0, βi) (5.22b)

na = α−1(∂t)a − α−1βa = α−1[(1, 0, 0, 0)− (0, βi)] = (α−1,−α−1βa) (5.22c)

na = (−α, 0, 0, 0) (5.22d)

and the metric

g00 = g(∂t,∂t) = −α2 − β2 (5.22e)

g0i = g(∂t,∂i) = (ma + βa)(∂ix)a = ma(∂ix)a︸ ︷︷ ︸
=0

+βa(∂ix)a = βi (5.22f)

gij = g(∂i,∂j) = γ(∂i,∂j) = γij . (5.22g)

The line element is

ds2 = −α2dt2 + γij(dx
i + βidt)(dxj + βjdt) (5.23)

Example 5.4.1. The weak field metric

ds2 = −(1 + 2φ)dt2 + (1− 2φ)fijdx
idxj (5.24)

where fij is the flat metric is in the 3+1 with

α =
√

1 + 2φ ∼ 1 + φ , βi = 0 , γij = (1− 2φ)fij . (5.25)

Matrix form and the inverse metric:

gµν =

[
g00 g0i

g0i gij

]
=

[
−α2 + β2 βi

βi γij

]
; gµν =

[
g00 g0i

g0i gij

]
=

[
−α−2 α−2βi

α−2βi γij − α−2βiβj

]
(5.26a)

Note that gij 6= γij . In 3+1 formalism the determinants are often indicated as

g := det gµν ; γ := det γij . (5.27)

By combining the Cramer rule for the matrix inversion with the expression of g00 in terms of the lapse,

g00 =
1

det gµν
det gij =

1

det gµν
det γij (5.28)

= −α−2 , (5.29)

one finds the relation √
−g = α

√
γ . (5.30)

Finally, the Lie derivatives becomes true time derivatives:

Lm = L∂t − Lβ = ∂t − Lβ (5.31a)

Lβγij = βkDkγij︸ ︷︷ ︸
=0

+2D(iβj) = 2∂(iβj) (5.31b)

LβKij = βkDkKij +KikDjβ
k +KjkDiβ

k = βk∂kKij +Kik∂jβ
k +Kjk∂iβ

k (5.31c)

One can now specify the tensorial ADMY eqs in adapted coordinates and obtain PDEs. It is immediately clear
that the Hamiltonian (Eq. (5.5)) and Momentum (Eq. (5.9)) constraints do not contain second (first) time derivatives
∂t of the 3-metric (extrisinc curvature) but only the extrinsic curvature. It also immediate to note that there are no
equations for the lapse and the shift vectors. As already stated above, the latter are gauge but they must be specified
to close the system. The simplest choice is to choose (locally)

α ≡ 1 ; βi ≡ 0 (Geodesic gauge) (5.32)

that imply the time coordinate t = τ represents the proper time of Eulerian observes (Gaussian normal coords) and
the curves of constant spatial coordinates c(t) are orthogonal to the hypersurfaces Σt. Alt. said, the worldlines of the
Eulerian observers are geodesics

aa = nb∇bna = Da lnα = 0 . (5.33)
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ADMY in geodesic gauge:

∂tγij = −2Kij (5.34a)

∂tKij = Rij +KKij − 2KikK
k
j + 4π[(S − E)γij − 2Sij ] (5.34b)

C0 := R+K2 −KijK
ij − 16πE = 0 (5.34c)

Ci := DjK
j
i −DiK − 8πPi = 0 (5.34d)

The dynamical ADMY equations are a nonlinear PDE system of first-order-in-time and second-order-in-space wave-
like equations. Linearization of the equations around flat background gives for the perturbation hij [cf. Eq. (3.2)]

∂thij = −2Kij (5.35a)

∂tKij = Rij ' −
1

2
∂k∂

khij , (5.35b)

that are the tensor generalization of the wave equation in the form

�φ = 0 ⇒

{
∂tφ = Π

∂tΠ = ∂i∂
iφ .

(5.36a)

It also interesting to re-write the ADMY equations as 2nd order system for the 3-metric. Using the notation γ̇ij :=
∂tγij , the principal part reads:

− γ̈ij + γkl (∂k∂lγij + ∂i∂jγkl − ∂i∂kγjl − ∂j∂kγil) + Nonp.p. = 0 (5.37a)

C0 := γikγjl∂k∂lγij − γijγkl∂k∂lγij + Nonp.p. = 0 (5.37b)

Ci := γjk∂j γ̇ki − γkl∂iγ̇kl + Nonp.p. = 0 . (5.37c)

The above equations are 6 + 1 + 3 = 10 second-order PDE equations for the 6 components of γij (overdetermined).
The inverse metric must be interpreted as a function of the 3-metric using the Cramer inversion formula γij(γkl),
hence the depedence in γij is in the form of rational polynomials. The first equation is the only one involving second
time derivatives of γij ; it is quasilinear : linear in the highest derivatives, while the dependence of the nonprincipal
terms on the metric derivatives is quadratic. The Hamiltonian constraint equation involved no metric time derivatives
but it is of no known type. Similarly for the momentum. The solution of the constraint equations is necessary to
provide the initial data to the first equations. only 4 equations, necessity of rewriting in the equation in a form giving
(i) better handle on the eqs (ii) possibility to specicfy initial data physical meaning. This initial data problem will be
discussed in Sec. 8.

5.5 Z4 system & constraint evolution

Before proceding specifying the 3+1 EFE in coordinates we discuss how constraints propagate along the dynamics.
The Z4 equations (Bona et al., 2003),

4Gab + 2∇(aZb) − gab∇cZc−κ(2n(aZb) + gabncZ
c) = 8πTab , (5.38)

are extended (general covariant extension) field equations that reduce to EFE if the new vector field Za ≡ 0 (or if it is
a Killing vector). The terms in blue are constraint damping terms and κ ∈ R is a damping parameter; we temporarily
ignore them and comment later about those. For simplicity the following focus on vaccum equations.

The 3+1 split of Eq. (5.38) reads

Lmγij = −2αKij (5.39a)

LmKij = [... As in Eq 5.15 ...] + αD(iZj) (5.39b)

Lmθ =
1

2
C0 − θK +DkZ

k − ZkDk lnα−3κθ (5.39c)

LmZi = Ci +Diθ − θDi lnα− 2Kk
i Zk−κZi , (5.39d)

where θ := −naZa. In the system above all the equations are dynamical thanks to the introduction of Za; the
constraints “are translated into a r.h.s” for the time derivatives of Za.

From the Bianchi identities one immediately obtains an evolution equation for the field Za,

∇bGab = 0 ⇒ 0 = �gZa +RabZ
b−κ∇b(2n(aZb) + gabncZ

c) , (5.40)
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that shows that if initially C0 = Ci = Za = 0, then the Z4 eqs reduce to EFE at all times and the constraints are
satisfied all times. In general, the Z4 eqs propagates constraints violationg according to the wave-like equation above;
the role of the additional terms for κ > 0 is to damp the violation.

Remark 5.5.1. The Z4 approach used in GR is a specific case of a general strategy to turn a mixed systems of
equations composed by evolution eqs (hyperbolic PDEs type) and constraints eqs (e.g. elliptic PDEs) into a hyperbolic
system of eqs by adding extra variables. For example, in ideal magnetohydrodynamics the induction equation and the
div ~B constraint can be turned into a hyperbolic system as follows (divergence cleaning, (Dedner et al., 2002)):{

∂tB
i + ∂k(Bkvi −Bivk) = 0

C := ∂iB
i = 0

⇒

{
∂tB

i + ∂k(Bkvi −Bivk) + ∂iψ = 0

∂tψ + ∂iB
i+κψ = 0 .

(5.41)

By taking the divergence and then a time derivative of the first equation in the extended system, and then substituting
the second one, obtains that the the constraint obeys a wave equation with damping term,

∂2
tC − ∂i∂iC+κ∂tC = 0 . (5.42)

The extended system is a set of hyperbolic equations; C(t) ≡ 0 if initially C(0) = 0 and ∂tC(0) = 0; and a constraint
violation localized in a compact region propagates away and is damped as time goes.

5.6 ADM Hamiltonian formulation

The Hamiltonian formulation of GR starts from the 3+1 decomposition of the action (boundary terms are omitted in
what follows, see Chap. 7):

SGR =

∫
4R
√
−g + (boundary terms) (5.43)

=

∫
dt

∫
Σt

(R+KijK
ij −K2)︸ ︷︷ ︸

:=L Lagrangian density

α
√
γ . (5.44)

The conjugate momenta of the 3-metric are

πij :=
∂L
∂γ̇ij

=
√
γ(Kγij −Kij) , (5.45)

and the Hamiltonian density is defined from the Legendre transform

H := πij γ̇ij − L = ... =
√
γ
(
αC0 + 2βiCi + 2Dj(Kβ

j −Kj
i β

i)
)
. (5.46)

The derivation of the last equality simply uses the kinematical equation Eq. (4.34) in adapted coordinates to express
Kij in terms of γ̇ij .

The Hamiltonian is

H :=

∫
Σt

H =

∫
Σt

√
γ
(
αC0 + 2βiCi

)
, (5.47)

where the divergence term 2Dj(...) in H became a boundary term set to zero, and H should be considered a function
of

H[γij , α, β
i;πij , πα, πβi ] , with π(α) :=

∂L
∂α̇
≡ 0 and π

(β)
i :=

∂L
∂β̇i
≡ 0 ,

Hamilton equations then read

γ̇ij =
∂H
∂πij

= −2
α
√
γ

(πij −
1

2
πγij) + 2D(iβj) (5.48)

π̇ij = − ∂H
∂γij

= [... ∼ Eq. (5.15) + C0 ...] (5.49)

π̇(α) = −∂H
∂α

= C0 = 0 (Hamiltonian constraint) (5.50)

π̇
(β)
i = − ∂H

∂βi
= Ci = 0 (Momentum constraint) (5.51)

where Eq. (5.49) (not written down) is equivalent to the 3+1 equation LmKij derived above but with a term propor-
tional to the Hamiltonian constraint. The other difference between the ADM and the York formulation is the use of
πij instead of the extrinsic curvature; they are related by

Kij = − 1
√
γ

(πij −
1

2
πγij) . (5.52)

Note finally that in the ADM formulation lapse and shift are Lagrangian multipliers enforcing the constraints.
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6. 3+1 Conformal Decomposition of GR

This lecture introduces the conformal decomposition of 3+1 GR, a key formalism for the solution of the initial data
and evolution problems. Concepts
• Conformal decomposition of the 3-metric Eq. 6.1 and background metric.
• Tracelss & conformal decomposition of extrinsic curvature
• Conformally decomposed 3+1 EFE
• Isemberg-Wilson-Mathews approximation to GR

Suggested readings. Appendix D of Wald’s book; Chap. 6 of Gourgoulhon 3+1 lecture notes; Sec. 3.1-3.3 and
Sec. 10.2 of Baumgarte lecture notes (Book’s Chap.3 and 11); Chap. 2 of Alcubierre’s book;

6.1 Historical remark

1944 Lichnerowicz (1944) introduces the conformal decomposition of the 3-metric and extrinsic curvature for the
resolution of the constraint equations. The initial data problem consist in the specification of the γij and Kij

(12 components) on Σ0 using the 4 constraint equations. The problem is overdetermined, and it is necessary to
prescribe some quantities and solve for some others. The conformal decomposition is the tool used to re-write
the constraints in a form that is mathematically (more) tractable and that allows one to identify the physical
quantities to prescribe. The initial data problem will be discussed in Chap. 8.

1971 York (1971, 1972) shows that the conformal decomposition of the 3-metric is key to isolate the two degrees of
freedom of the gravitational field (grav. waves). The latter are carried by the conformal equivalence classes of
3-metric related by a conformal transformation. In other terms, all the 3-metric solution of EFE and related to
γ via a transformation as in Eq. (6.1) have the same gravitational-wave content. In particular, a conformally flat
spacetime γ̃ = f contains no waves. York obtains these results in the context of Hamiltonian GR and using a
symmetric, traceless, transverse (divergence-free) and conformally invariant rank-2 tensor density (Cotton-York
tensor).

80s-. A number of authors e.g. (Shibata and Nakamura, 1995; Frittelli and Reula, 1996; Baumgarte and Shapiro,
1999; Frittelli and Reula, 1999; Alcubierre et al., 2000; Gundlach and Martin-Garcia, 2006) use the conformal
decomposition of the ADMY equations to introduce hyperbolic formulations of EFE that give a well-posed
initial boundary value problem (IBVP). These formulations, associated to specific gauge conditions that handle
singularities (expressed also by hyperbolic eqs, Appendix A), developed into the BSSN and Z4c free-evolution
schemes for EFE. The latter are currently used for state-of-art simulations of supernovae core collapse and black
holes and neutron star binaries.

6.2 Conformal decomposition of the metric

Among all the conformal metrics related to the 3-metric γ by

γ = Ψ4γ̃ , (6.1)

it is common to choose the representative (of the conformal equivalence class) given by the one with unit determinant,
γ̃ = 1. For any n× n matrix A and a number c

det (cA) = cn detA ⇒ γ = Ψ12γ̃ , (6.2)

thus, the unideterminant conformal metric corresponds to a specific choice of the conformal factor

Ψ = γ1/12 ⇒ γ̃ = 1 , γ̃ij = Ψ−4γij = γ−1/3γij . (6.3)

Problem: Using the definition above
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• Ψ is not a scalar field because the determinant transform as

γ′ =

(
det

∂xi

∂xi′

)2

γ = (det J ii′)
2γ = J2γ (6.4)

under coordinate transformation xi 7→ xi
′
;

• γ̃ij is not a tensor, but a tensor density of weight −2/3 1 and has no unique Levi-Civita connection associated.

6.2.1 Background metric

The problem above can be solved introducing a background metric f on Σt with the following properties

(i) f is with signature Riemannian (+,+,+) with determinant f := detf ;
(ii) The components are time independent,

L∂tfij =
∂fij
∂t

= 0 , (6.5)

i.e. the background metric is Lie-dragged along the time vector;
(iii) Inverse metric is defined by f ikfjk = δij
(iv) Associated Levi-Civita connection Dkfij = 0 with

Di := f ijDj and F kij :=
1

2
fkl(∂iflj + ∂jfil − ∂lfij) . (6.6)

The conformal decomposition is then defined w.r.t. the background metric

Ψ :=

(
γ

f

)1/12

(6.7)

γ̃ij := Ψ−4γij , (Conformal 3-metric) , γ̃ = f . (6.8)

γ̃ij := Ψ4γij (Inverse conformal 3-metric) . (6.9)

The definition guarantees the Ψ is a scalar on Σt and γ̃ij a tensor.

Remark 6.2.1. In Cartesian coordinates the obvious choice of background metric is the flat metric f = diag(1, 1, 1)
(F ijk = 0, f = 1) and the formulas simplify (Di = ∂i). However, in spherical coordinates the natural choice is

f = diag(1, r2, r2 sin2 θ) leading to nontrivial Christoffel symbols and f = r4 sin2 θ.

Example 6.2.1. The weak field metric is in the form of Eq. (6.1) with conformal factor

Ψ = (1− 2φ)1/4 ∼ 1− 1

2
φ , (6.10)

and conformal metric = background metric = flat metric, γ̃ = f .

Example 6.2.2. The Schwarzschild metric in isotropic coordinates,

ds2 = − (1−M/2r)2

ψ2
dt2 + ψ4(dr2 + r2dΩ2) (6.11)

with the function ψ(r) := (1 +M/2r), is in the form of Eq. 6.1 with conformal factor

Ψ = ψ = 1 +
M

2r
(6.12)

if one takes the background metric fij = diag(1, r2, r2 sin2 θ). The conformal metric coincides with the background
metric, γ̃ij = fij. Comparing with the conformal factor of the weak field metric one immediately verifies that φ '
−M/r that indicates the conformal factor is directly related to the gravitational potential.

1A (p, q) tensor density τ of weight w transforms as τ
a1....ap
b1....bq

7→ Jw Jc1
a1 ...J

bq
dq
τ
a1....ap
b1....bq

.
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6.3 Conformal connection & Ricci tensor

It is now possible to associate a Levi-Civita connection D̃γ̃ = 0 with Christoffel symbols given by the usual formula
applied to γ̃ij . The relation between the physical and conformal covariant derivative is given by the formula:

DkT
i1...ip
j1...jq

= D̃kT
i1...ip
j1...jq

+

p∑
r=1

CirklT
i1...l...ip
j1...jq

−
p∑
r=1

ClkjrT
i1...ip
j1...l...jq

(6.13)

Ckij := Γkij − Γ̃kij =
1

2
γkl(D̃iγlj + D̃jγil − D̃lγij) = 2

(
δki D̃i ln Ψ4 + δkj D̃j ln Ψ4 − D̃k ln Ψγ̃ij

)
(6.14)

where the second line defines the tensor Ckij in terms of the physical and conformal metric. The formula above can
be proven by direct calculation but should not be unfamiliar: it is the general relation between two connections [See
e.g. Wald’s book]. Note the contraction

Ckki = 6D̃i ln Ψ . (6.15)

The physical and conformal Ricci tensor are related by the general formula relating the Ricci tensors of two
connections,

Rij = R̃ij + D̃kC
k
ij − D̃iC

k
kj + CkijC

l
lk − CkijClkj (6.16a)

= R̃ij −2D̃iD̃j ln Ψ− 2D̃kD̃
k ln Ψγ̃ij + 4D̃i ln ΨD̃j ln Ψ− 4D̃k ln ΨD̃k ln Ψ︸ ︷︷ ︸

:=RΨ
ij

(6.16b)

= R̃ij +RΨ
ij (6.16c)

where the second line specifies the expression to the conformal metric case.
Finally, the conformal Ricci scalar R̃ := γ̃ijR̃ij is related to the physical one by

R = γijRij = Ψ−4γ̃ijRij = ... = Ψ−4R̃− 8Ψ−5D̃iD̃
iΨ . (6.17)

The geometrical formulas above are necessary to conformally decomposed the 3+1 EFE.

6.4 Traceless & conformal decomposition of extrinsic curvature

The conformal decomposition of the extrinsic curvature is performed by first decomposing it in its trace K and
traceless part Aij , and then decomposing the “up-up” contraction of the latter, Aij := γikγjlAkl:

Conformal decomposition of the extrinsic curvature:

Kij := Aij +
1

3
Kγij , (6.18)

Aij := ΨpÃij . (6.19)

There are two natural choices for the conformal rescaling
• p = −4 , based on the evolution equation Lmγij = −2αKij [Nakamura (1994)]
• p = −10 , based on the momentum constraint [Lichnerowicz (1944)].

6.4.1 Kinematical equation rescaling

Consider the kinematical eq in conformal variables, and multiply by Ψ−4

Lm(Ψ4γ̃ij) = −2αAij −
2

3
αK(Ψ4γij) ⇒ Lm(γ̃ij) = −4γ̃ij Ψ−4Ψ3LmΨ︸ ︷︷ ︸

Lm ln Ψ

−2αΨ−4Aij −
2

3
αKγ̃ij ; (6.20)

Take the trace of the l.h.s. and derive two equations: one for the trace r.h.s. and one using the matrix identity
Tr(M−1δM) = δ(ln detM) valid for any matrix M and differential operator δ:

γ̃ijLmγ̃ij = −4 γ̃ij γ̃ij︸ ︷︷ ︸
=3

Lm ln Ψ− 2αΨ−4 γ̃ijAij︸ ︷︷ ︸
=0

−2

3
αK γ̃ij γ̃ij︸ ︷︷ ︸

=3

= −12Lm ln Ψ− 2αK (6.21)

γ̃ijLmγ̃ij = Lm ln γ̃ = (∂t − Lβ) ln f = −Lβf = (6.22)

= −γ̃ijLβ γ̃ij = −γ̃ij(βk D̃kγ̃ij︸ ︷︷ ︸
=0

+γ̃kjD̃iβ
k + γ̃ikd̃jβ

k) = −δikD̃iβ
k − δikD̃jβ

k = −2D̃iβ
i . (6.23)
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The two expressions implies that
6LmΨ + αK = D̃iβ

i , (6.24)

Lm ln Ψ =
1

6
(D̃iβ

i − αK) (Evolution equation for conformal factor) (6.25)

Lmγ̃ij = −2αΨ−4Aij︸ ︷︷ ︸
:=Ãij

−2

3
D̃kβ

kγ̃ij (Evolution equation for conformal metric) . (6.26)

which suggests the p = −4 scaling since:

Ãij = γ̃ikγ̃ljÃkl = γ̃ik︸︷︷︸
Ψ4γik

γ̃ljΨ4︸ ︷︷ ︸
γlj

Akl = Ψ4Aij . (6.27)

6.4.2 Momentum constraint rescaling

The momentum equation contains the divergence of the extrinsic curvature, DjK
ij = DjA

ij + 1
3D

iK. The direct
calculation

DjA
ij = D̃Aij + CijkA

kj + CjjkA
ik = ... = D̃Aij + 10AijD̃ ln Ψ− 2D̃i ln Ψ γ̃jkA

jk︸ ︷︷ ︸
=Ψ−4γjkAjk=0

= Ψ−10D̃j(Ψ
10Aij︸ ︷︷ ︸

:=Âij

) (6.28)

suggests the p = −10 conformal scaling (now denoted with a hat):

Âij := Ψ10Aij and Âij = Ψ2Aij . (6.29)

C0 := D̃jÂ
ij − 2

3
Ψ6D̃iK − 8πΨ10P i (Momentum constraint) . (6.30)

The relation between the two conformal rescalings is:

Âij = Ψ6Ãij Âij = Ψ6Ãij . (6.31)

6.5 Conformal 3+1 EFE

Conformal EFE equations are composed by
(i) Evolution equations for the conformal factor (Eq. (6.25)) and the conformal metric (Eq. (6.26)) derived from

the kinematical eq;
(ii) Evolution equations for the trace K (Eq. (6.43a)) and the conformal extrinsci curvature Ãij with scaling p = −4

(Eq. (6.43c));
(iii) Lichnerowicz equation for the conformal factor as Hamiltonian constraint (Eq. (6.34)) or, alternatively, a similar

equation for the Ãij with scaling p = −4;
(iv) Momentum constraint for the conformal extrinsic curvature Âij with scaling p = −10 (Eq. (6.30)) or, alterna-

tively, a similar equation for the Ãij with scaling p = −4.
Below the missing equations are derived or presented.

6.5.1 Hamiltonian constraint: Lichnerowicz equation

Using the conformal decomposition of the Ricci scalar, Eq. (6.17), and

KijK
ij = (Aij +

1

3
Kγij)(A

ij +
1

3
Kγij) = AijA

ij + 2
1

3
K γijA

ij︸ ︷︷ ︸
=0

+
1

3

1

3
K2 γijγij︸ ︷︷ ︸

=3

= ÃijÃ
ij +

1

3
K2 , (6.32)

the expression C0 = R+K2 −KijK
ij − 16πE translates into

C0 := D̃iD̃
iΨ− 1

8
R̃Ψ +

(
1

8
ÃijÃ

ij − 1

12
K2 + 2πE

)
Ψ5 = 0 . (6.33)
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Alternatively, the equation for the p = −10 scaling is simply obtained using Eq. (6.31):

C0 := D̃iD̃
iΨ− 1

8
R̃Ψ +

1

8
ÂijÂ

ijΨ−7 +

(
− 1

12
K2 + 2πE

)
Ψ5 = 0 (Lichnerowicz eq.) (6.34)

The Lichnerowicz eq is usually interpreted as a nonlinear ellitic equation for the conformal factor. Note that
it simplifies if one takes K = 0 (Maximal slicing, see below). Well-posedness and uniqueness of the BVP for the
Lichnerowicz eq under the constant mean curvature (CMC) condition K = const (maximal slicing is a subcase) have
been studied in some detail. In summary, for CMC slices:
• asymptotically flat (see Chap. 7) with K = 0 = E, the problem is solvable iff γ̃ belong to the positive yamabe

class (conformal to a metric with zero scalar curvature) (Cantor, 1977).
• closed manifolds, the problem is solvable except the cases in which the free data (see Chap. 7) are choosen

such that for Ψ > 0 the r.h.s of the Lichnerowicz eq written as ∆Ψ = (r.h.s.) is positive or negative definite
(Maximum principle of elliptic eqs) (Isenberg, 1995).

• asymptotically hyperbolic, the problem is always solvable.
For details refer to (Choquet-Bruhat and York, 1980, 1996; Bartnik and Isenberg, 2002). In the following we discuss
only uniqueness and show, in particular, the different sign of the Ψ exponent in the “AijA

ij” term in the two equations
(−7 or +5) play an important role.

Remark 6.5.1. Consider the uniqueness of the Dirichlet problem associated to the elliptic equation (f is some
function):

∆u = +f2up x ∈ Ω . (6.35)

The equation has at a least a solution for 1 < p < 5 (in 3 dimensions) (Evans, 1998). Results:
(i) linear case (p = 1), with boundary data u ≡ 0 in x ∈ ∂Ω: u ≡ 0 is the unique solution;

(ii) nonlinear case: exists a unique solution iff p > 0 (p had the same sign as the coefficient of up).
Show the linear case (p = 1). Indirect proof using the maximum principle: if the solution u 6= 0, then u has a

maximum, say positive: u∗ := maxu > 0. But a positive maximum implies ∆u|u∗ < 0, that is in contraddition with
f2u∗ > 0. A similar argument hold for u∗ < 0, showing that the only option left is u ≡ 0.

Show the nonlinear case. Suppose u0 > 0 is a solution and look for a second one uε(x) = u0(x) + ε(x) for x ∈ Ω
(u0 = uε for x ∈ ∂Ω; same boundary values/BVP). Linearizing in ε one obtains

0 = ∆(u0 + ε)− f2(u0 + ε)p︸ ︷︷ ︸
H(ε)

= ∆u0 + ∆ε−H(u0)︸ ︷︷ ︸
=f2up0

−∂H
∂ε
|u0
ε+ ... = 0 + ∆ε− pf2up−1

0︸ ︷︷ ︸
:=w

ε+O(ε2) (6.36)

and from the linear case the solution is unique if w = pf2up−1
0 > 0.

Study uniqueness of the Lichnerowicz eq. in the case K = 0. Linearizing Eq. (6.34) around a solution Ψ0 one
obtains D̃iD̃

iε = wε with

w =
1

8
R̃+

7

8
ÂijÂ

ijΨ−8
0 − 10πEΨ4

0 . (6.37)

Note that K = 0 ⇒ R > 0 and R̃ > 0.
Problem: Using the linear analysis sketched above, well-posedness would require w > 0 but the above equation

has a negative term! The solution is rescaling of the energy with a power of the conformal factor :

Ẽ := ΨsE ⇒ −5 · 2πEΨ4
0 7→ +(s− 5) · 2πẼΨ4−s

0 . (6.38)

Any choice s > 5 does the job. Note this is not only a formal step: the solution of nonlinear elliptic equations requires
iterative methods that iterate on successive linearized approximation of the equation. The prescription of Eq. (6.38)
clearly indicates how the linearized equations should be iterated.

6.5.2 Conformal rescaling of energy and momentum

What choice to make for s? A good choice is s = 8.
The momentum constraint Eq. (6.30) suggests a natural choice for the conformally rescaled momentum. If one

additionally take the s = 8 conformal rescaling for the energy,

Ẽ := Ψ8E and P̃ i := Ψ10P i , (6.39)

then one can express the dominant energy condition directly in conformally rescaled variables

Ẽ2 ≥ P̃ iP̃i = γ̃ijP̃
iP̃ j ⇒ E2 ≥ P iPi = γijP

iP j . (6.40)

That holds because

Ẽ2 ≥ P̃ iP̃i (6.41)

Ψ2sE2 ≥ Ψ−4Ψ10Ψ10P iPi . (6.42)
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6.5.3 Dynamical equation

Eq. (5.15) split into

LmK = −DiD
iα+ α[4π(E + S) +KijK

ij ] (6.43a)

= −Ψ−4(D̃iD̃
iα+ 2D̃i ln ΨD̃iα) + α[4π(E + S) + ÃijÃ

ij +
1

3
K2] (6.43b)

LmÃij = −2

3
D̃kβ

kÃij + α[KÃij − 2γ̃klÃikÃlj − 8π(Ψ−4Sij −
1

3
Sγ̃ij)] (6.43c)

+ Ψ−4{−D̃iD̃jα+ 2D̃i ln ΨD̃jα+ 2D̃j ln ΨD̃iα+
1

3
[D̃kD̃

kα− 4D̃k ln ΨD̃kα]γ̃ij

+ α[R̃ij −
1

3
R̃γ̃ij − 2D̃iD̃j ln Ψ + 4D̃i ln ΨD̃j ln Ψ +

2

3
(D̃kD̃

k ln Ψ− 2D̃k ln ΨD̃k ln Ψ)γ̃ij ]}

Note the last line of Eq. (6.43c) is the trace-free α[R̃ij + RΨ
ij − 1

2 (R̃ + RΨ)γ̃ij ] = α[R̃ij + RΨ
ij ]

TF; and the whole
r.h.s. is trace-free (last terms in the last two lines are the traces of the respective terms at the beginning of the lines).

Show the derivation of the first equation, Eq. (6.43a). The first line of Eq. (6.43a) follows from the combination
of the tace of LmKij with Eq. (5.15). The trace reads

γij [ LmKij ] = γij [ Lm(Aij +
1

3
Kγij) ] = γij [ LmAij +

1

3
LmKγij +

1

3
K Lmγij︸ ︷︷ ︸

=−2αKij

] (6.44)

= γijLmAij +
1

3
LmK γijγij︸ ︷︷ ︸

=3

−2

3
αK γijKij︸ ︷︷ ︸

=K

(6.45)

= Lm(γijAij)︸ ︷︷ ︸
=0

−Aij Lmγij︸ ︷︷ ︸
2αKij

+LmK −
2

3
αK2 (6.46)

= −2αKij (Aij +
1

3
Kγij −Kij)︸ ︷︷ ︸
=0

−2αKijKij + LmK , (6.47)

where in the last line one adds ±2αKijKij . For the second line of Eq. (6.43a) uses the following relation

Div
i = Ψ−6D̃i(Ψ

6vi) (6.48)

for the divergence of a vector (that can be shown in Cartesian coordinates using Div
i = γ−1/2∂i(γ

1/2vi)), to show
that

DiD
iα = Ψ−6D̃i(Ψ

6Diα) = Ψ−6D̃i[Ψ
−6 γij︸︷︷︸

=Ψ−4γ̃ij

Djα)] = Ψ−6D̃i(Ψ
2D̃iα) = Ψ−4D̃iD̃

iα+ 2Ψ−5D̃iΨD̃
iα (6.49)

= Ψ−4(D̃iD̃
iα+ 2D̃i ln ΨD̃iα) . (6.50)

The rest of the calculation is trivial.
To clarify the role of Eq. (6.43a), take the Newtonian limit:

α ' 1 + φ , βi = 0 , γij = (1 + 2φ)fij , Kij = 0 , E + S ' ρ , Di 7→ Di , (6.51)

0 = −DiDiφ+ 4πρ (Weak-field limit of Eq. (6.43a)) . (6.52)

6.6 Maximal slicing: geometric meaning

The condition that the trace of the extrinsic curvature vanishes,

K = 0 (Maximal slicing) , (6.53)

is a gauge choice for the foliation that implies that Σt have maximal volume.
To show this fact, notice that the trace of the curvature is related to the determinant of the 3-metric by

K = γabKab = − 1

2α
γijLmγij = − 1

2α
Lm ln γ = − 1

α
Lm ln

√
γ . (6.54)
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Hence, K relates to the coordinate volume element
√
γd3x on Σt; the volume of the hypersurface (or a part of it) is

given by the integral

V =

∫
√
γd3x . (6.55)

Consider now a close surface S ⊂ Σt and a variation of the volume contained in S around Σt (see fig).Formally, one
can define a displacement vector of δt along ∂t inside S,

va = δt(αna + βa) and va|S = 0 ⇔ α|S = 0 and βa|S = 0 , (6.56)

and consider the volume variation δV given by the displacement vectors:

dV

dt
=

∫
δV

∂t
√
γd3x =

∫
δV

(−αK +Diβ
i)
√
γd3x = −

∫
δV

αK
√
γd3x+

∫
S

βisi
√
qd2y︸ ︷︷ ︸

=0

= −
∫
δV

αK
√
γd3x . (6.57)

The surface integral is zero because the displacemente vector (variation) is zero at S, and the above expression proves
that K = 0 extremizes the volume enclosed into S.

Remark 6.6.1. The above problem corresponds to the problem of minimizing the surface of a soap film given a fixed
ring “holding” the soap ball, i.e. minimizing the surface tension, in 2D Euclidean geometry. In case of 3+1 GR, it
can be proven that the K = 0 extremization is actually a maximum because one works with Lorentzian manifold (cf.
geodesics are curves of maximal lenght between two points).

The properties and implication of this gauge choice for singularity formation and evolution will be discussed in
Sec. 9.

6.7 Isemberg-Wilson-Mathews approximation to GR

The IWM equations are an approximation to GR under the hypothesis
(i) γ̃ij = fij : Conformally flat spacetime

(ii) K = 0 : Maximal slicing condition.
Implications

(a) (i) ⇒ the covariant derivatives D̃i 7→ Di, and D̃iD̃
i = DiDi = ∆ (Laplacian operator on flat space)

(b) (i) ⇒ R̃ = 0
(c) (i) ⇒ Lmγ̃ij = ∂tfij − Lβfij = −Lβfij
(d) (ii) ⇒ Lichnerowicz eq simplifies
(e) (ii) ⇒ LmK = 0 ⇒ elliptic eq for the lapse
(f) (ii) ⇒ hypersurfaces have maximum volume [see above]

The conformal 3+1 equations simplify to

∆Ψ +
1

8
ÂijÂ

ijΨ−7 + 2πẼΨ−3 = 0 (6.58a)

∆βi +
1

3
DjDjβi + 2Ãij(6αDj ln Ψ−Djα) = 16παΨ4P i (6.58b)

∆α+ 2Di ln ΨDiα = α[4π(E + S) + ÃijÃ
ij ]Ψ4 (6.58c)

The above system are 3 elliptic eqs for α, βi,Ψ. The conformal traceless extrinsic curvature Ãij must be considered
a function of lapse and shift via the kinematical equation Lmγ̃ij = ...:

2αÃij = fikDjβk + fkjDiβk −
2

3
Dkβkfij (6.59)

usually written as

Ãij = (2α)−1(Lβ)ij (6.60)

(Lβ)ij := Diβj +Djβi − 2

3
Dkβkf ij (Conformal Killing operator) . (6.61)

The last line defines the operator L called the conformal Killing operator associated to the metric fij and applied to
the vector βi. (Lβ)ij is traceless w.r.t its associated metric and plays an important role in the context of the initial
data problem and vector Laplacian [See Chap. 8; Appendix B of Gourgoulhon 3+1 notes and Chap. 3 of Baumgarte
notes] Given the above expression for Ãij the other equations are found by

• Inserting the expression for Ãij into momentum constraint ⇒ Eq. (6.58b)
• Simplifying Lichnerowicz eq with (i) and (ii) ⇒ Eq. (6.58a)
• LmK ≡ 0 and simplifying with (i) and (ii) ⇒ Eq. (6.58c).
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Properties of IWM spacetime
(i) No gravitational-wave content in the spacetime

(ii) Exact for spherically symmetric spacetime (Schwarzschild)
(iii) Exact to 1-post-Newtonian order.

Remark 6.7.1. The IWM approximation has been used for neutron star oscillation and core-collapse simulations
coupled to general relativistic hydrodynamics, e.g. (Dimmelmeier et al., 2002). Some of the results are in very good
agreement with those of general relativity also in the cases in which rotation is present. Gravitational-waves are not
simulated but eventually calculated using a quadrupole formula from the mass distribution. The IWM was developed
by Isemberg as a waveless approximation of GR and by Wilson-Mathews for binary neutron star mergers simulations,
e.g. (Wilson et al., 1996; Oechslin et al., 2002). In the latter case the radiation reaction driving the dynamics
must be approximated by a quadrupole formula. The IWM formalism is also used for constructing quasiequilibrium
configuration of compact binaries in circular orbit, see Chap. 8.
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7. Asymptotic flatness & global quanti-
ties

This lecture gives a brief overview of the main concepts of energy in GR. Global concepts of energy exist for asymptot-
ically flat spacetimes (ADM mass and momenta) or in presence of Killing vectors (Komar charges). In both cases the
energy can be defined as surface integrals on the hypersurface Σt. Those quantities are used in numerical relativity
as a meaningful way to characterize the numerically computed spacetimes.

Suggested readings. Chap. 4 of Gourgoulhon 3+1 lecture notes; Review of Jaramillo & Gourhoulhon; Appendix A
of Alcubierre’s book; Chap. 11 of Wald’s book; Chrusciel lecture notes.

7.1 Asymptotically flat spacetime

A globally hyperbolic spacetime is asymptotically flat (AF) iff 1

∀Σt ∃fij (background metric) :

(i) fij is flat, Riemann tensor ≡ 0 (except on a compact domain, “strong field” region)
(ii) There exists a Cartesian-type coordinate system xi such that for r =

√
xixi → ∞ the metric components

are fij = diag(1, 1, 1)
(iii) In the asymptotic region r → ∞, the 3-metric and extrinsic curvature components satisfy the following

decay conditions:

γij = fij +O(r−1) (7.1a)

∂kγij = O(r−2) (7.1b)

∂kKij = O(r−2) (7.1c)

∂kKij = O(r−3) (7.1d)

The asymptotic region defined by r →∞ is called spatial infinity, i0.

Properties:
• AF spacetimes are an idealization,

- They describe the spacetime of an isolated body
- They do not describe cosmological spacetimes

• AF spacetimes cannot contain gravitational waves (GW) at spatial infinity. A GW solution would violate the
asymptotic conditions for the metric derivatives:

γij = fij +
hij(t− r)

r
+O(r−2) ⇒ ∂kγij = −

h′ij(t− r)
r

xk

r
− hij(t− r)

r2

xk

r
+O(r−2) . (7.2)

GWs are anyway considered in AF spacetime with the only restriction/assumption that they start at finite time
in the past; hence, they can reach scri but do not (or have not yet) reached i0 .

• The definition of AF depends on the foliation Σt and on the spatial coordinates xi. The coordinate transformation
that preserve the AF properties are of the type

x
′µ = Λµαx

α + cµr (θ, φ) +O(r−1) , (7.3)

where Λµα is a Lorentz matrix and the cµr functions are simply the transformation from spherical angles to
Cartesian coordinates at given radius r. The transformation above contain rotations and traslation on Σt

1See [Wald’s book] for a geometrical definition (coordinate independent) based on the addition to the manifold of “points at infinity”.
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(cµ = const), and supertranslations on Σt (cµ 6= const and Λµα = δµα), as well as boost that change the slicing Σt
(cµ = const). The transformation group is called the Spi group (spatial infinity) (Ashtekar and Hansen, 1978)

7.2 ADM mass

In AF spacetimes a global, conserved energy contained in Σt can be defined (Arnowitt et al., 1959, 1960).
The GR action can be written

SGR =

∫
M

4R
√
−gd4x+

∮
∂M

(Y − Y0)
√
hd3y (7.4)

where a boundary term is introduced in order to obtain the (2nd order) EFE from the variation of the action w.r.t.
the metric δS/δgab by keeping fixed the metric at the boundary (and not its derivatives) [Regge&Teitelboim 1974].
The boundary term is defined on a timelike hypersurface ∂M representing the boundary of the manifold M. The
embedding of ∂M into (M, g) induces the metric h with extrinsic curvature Y (in the equation, Y is the trace).
Similarly, Y0 is the extrinsic curvature of (∂M,h) embedded in (M,η), where η is a flat Lorentzian metric.

The Hamiltonian reads

H = −
∫

Σt

√
γ
(
αC0 + 2βiCi

)
− 2

∮
∂Σt

√
q[α(κ− κ0) + βisj(Kij −Kγij)] , (7.5)

where ∂Σt = ∂M
⋂

Σt with normal vector sj and the first integral is understood only in the interior of Σt. In the
equation above q and κ are the induced metrics and extrinsic curvatures of ∂Σt embedded in (Σ,γ); and κ0 is the
extrinsic curvature in (Σ,f). The κ, κ0 appearing in the equation are again the traces.

On a solution of GR the constraints are satisfied and the first term in Eq. (7.5) is zero. The ADM mass is defined
by setting α = 1 and βi = 0 at i0 for the boundary term,

MADM := − 1

8π
lim
r→∞

∮
∂Σt

√
q(κ− κ0) (ADM Mass) (7.6a)

= +
1

16π
lim
r→∞

∮
∂Σt

√
qsi[Djγij −Di(fklγkl)] (7.6b)

= +
1

16π
lim
r→∞

∮
∂Σt

√
qsi(∂jγij − ∂iγkk ) (7.6c)

= − 1

2π
lim
r→∞

∮
∂Σt

√
qsi(DiΨ−

1

8
Dj γ̃ij) (7.6d)

The second line expresses the extrinsic curvatures on the boundary in terms of the background metric; the third
line specifies to Cartesian coordinates, D 7→ ∂ and fkl = δkl. The last line is the expression in terms of the conformal
variables, the result is proven in Sec. 7.2.2 below.

Remark 7.2.1. AF conditions (asymptotic decays) guarantee the existance of the integral, MADM is finite.

Example 7.2.1. In the weak field limit and using Cartesian coordinates

γ̃ij = fij , Diγ̃ij = 0 , Ψ = 1− φ/2 , DiΨ = −Diφ/2 , (7.7)

which gives immediately:

MADM = +
1

2 · 2π
lim
r→∞

∮
∂Σt

√
qsiDiφd2y =

1

4π
lim
r→∞

∫
Σt

√
fDiDiφd3x =

∫
Σt

√
fρd3x . (7.8)

Example 7.2.2. For Schwarzschild spacetime (in isotropic coordinates) one takes ∂Σt as the sphere of radius r and
one needs necessarily to use the formula with D because the background is not in Cartesian coordinates:

Ψ = 1 +
M

2r
, γ̃ij = fij = diag(1, r2, r2 sin θ) , si

√
qd2y = (∂)i r2 sin θdθdφ at i0 , siDi =

∂

∂r
, (7.9)

leading to

MADM = − 1

2π
lim
r→∞

∫
r=const

∂Ψ

∂r︸︷︷︸
−M/(2r2)

r2 sin θdθdφ = +
1

2π

M

2
4π = M (7.10)
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Theorem 7.2.1. (Schoen and Yau, 1979; Schon and Yau, 1981; Witten, 1981) If the matter obeys the dominant
energy condition E2 ≥ PiP i, then

MADM ≥ 0 (7.11)

and
MADM = 0 ⇔ Σt is hypersurface of Minkowski (7.12)

Moreover, since the Hamltonian does not depend explicitely on time the mass is conserved:

dMADM

dt
= 0 . (7.13)

Remark 7.2.2. In simulations, the ADM mass is approximated by integrals computed on spheres at finite coordinate
radii (largest values of r in the computational domain). These integrals are not conserved in general. For example, a
gravitational wave traveling to null infinity can cross the spheres and alter the value of the integral at successive times;
approximate conservation is obtained by correcting the value of the integral by the radiated energy.

7.2.1 Euristic derivation

An euristic derivation of the ADM mass can be given by starting from the Newtonian definition of mass:

M =

∫
V

ρ =

∫
V

1

4π
∂i∂

iφ =

∮
∂V

si∂iφ , (7.14)

where in the second step we substitute Poisson equation for the gravitational potential and in the last the volume
integral is switched to the surface integral. The last formula suggests that the mass can be expressed as a surface
integral where the flux is given by the metric’s first derivative (recall in the weak field limit φ ∼ h00). Consider then
the Hamiltonian constraint in the weak field limit,

R+K2 −KijK
ij = 16πE with (7.15)

γij = fij + hij , R ' ∂i(∂jhij + ∂ih
k
k) , K2 ' KijK

ij ' 0 , E ' ρ . (7.16)

Use the Hamiltonian constraint to postulate that the “flux” is given by integrating R and obtain the ADM formula
(in other notation):

M =

∫
V

ρ '
∫
V

R '
∮
∂V

si(∂jhij + ∂ih
k
k) . (7.17)

7.2.2 Derivation of ADM mass expression for conformal variables

For the conformal decomposition one assumes that the background metric is the same as the background metric
appearing the AF definition. The asymptotic decays translate then into

Ψ = 1 +O(r−1) , ∂kΨ = O(r−2) , γ̃ij = fij +O(r−1) , ∂kγ̃ij = O(r−2) . (7.18)

Dj γij︸︷︷︸
Ψ4γ̃ij

−Di(fklγkl) = 4 Ψ3︸︷︷︸
∼1

DjΨ γ̃ij︸︷︷︸
∼fij

+ Ψ4︸︷︷︸
∼1

Dj γ̃ij − 4 Ψ3︸︷︷︸
∼1

DiΨ fklγ̃kl︸ ︷︷ ︸
∼3

− Ψ4︸︷︷︸
∼1

Di(fklγ̃kl) (7.19a)

= 4DjΨfij +Dj γ̃ij − 4 · 3DiΨ−Di(fklγ̃kl) = −8 DiΨ︸︷︷︸
O(r−2)

+ Dj γ̃ij︸ ︷︷ ︸
O(r−2)

−Di(fklγ̃kl)︸ ︷︷ ︸
?

(7.19b)

The first two terms contribute to the integral and give the expression in Eq. (7.6d)above. The last term is O(r−3)
and can be discarded. To show that write

γ̃ij = fij + εij with εij = O(r−1) , ∂kεij = O(r−2) (7.20)

and compute:

f ij γ̃ij = 3 + εxx + εyy + εzz (7.21a)

Dk(f ij γ̃ij) = ∂k(εxx + εyy + εzz) ∼ ∂k(ε2 + ε3) ∼ ε∂ε ∼ O(r−3) (7.21b)

where the second step is a consequence of requiring γ̃ = 1 since

γ̃ = det

1 + εxx εxy εxz
εyx 1 + εyy εyz
εzx εzy 1 + εzz

 = 1 + εxx + εyy + εzz +O(ε2) +O(ε3) (7.22a)

⇒ εxx + εyy + εzz = O(ε2) +O(ε3) . (7.22b)
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7.3 ADM momentum

Consider again the Hamiltonian in Eq. (7.5). Spatial translations at i0 are identified by the 3 possible directions ∂k.
The ADM momentum is defined by setting α = 0 and βi = (∂k)i at i0 in the boundary term,

PADM
k :=

1

8π
lim
r→∞

∮
∂Σt

√
q(∂k)isj(Kij −Kγij) (ADM Momentum) (7.23)

Remark 7.3.1. AF conditions (asymptotic decays) guarantee the existance of the integrals.

Properties
(i) The 3 quantities PADM

k transform as the components of a 1-form under a change of Cartesian coordinates
corresponding to rotation and/or a translation at i0;

(ii) Similarly, PADM
α = (−MADM, P

ADM
k ) behaves like a 1-form under coordinates transformation that preserve AF:

P
′ADM
α = (Λ−1)µαP

ADM
µ .

7.4 ADM angular momentum

Rotations at i0 about the 3 axis of a Cartesian frame are identified by the 3 Killing vectors of fij :

φx = −z∂y + y∂z (7.24a)

φy = −x∂z + z∂x (7.24b)

φz = −y∂x + x∂y . (7.24c)

Note that φk ∼ O(r).
The ADM angular momentum is defined by setting α = 0 and βi = (φk)i at i0 in the boundary term,

JADM
k :=

1

8π
lim
r→∞

∮
∂Σt

√
q(φk)isj(Kij −Kγij) (ADM Momentum) (7.25)

Properties
(i) AF conditions (asymptotic decays) do not guarantee the existance of the integrals because

(Kij −Kγij)(φk)j = O(r−1) . (7.26)

(ii) However, Jk can be finite because of the contraction with si. For example, γkjs
k(φi)

j = 0 because s = xi/r∂i
[sj(φa)j = fjks

j(φa)k = (x/r, y/r, z/r) · (0,−z, y)T = −zy/r + yz/r = 0, etc.] The contraction Kkjs
k(φi)

j = 0
can be verified to be true for standard BH solutions.

(iii) Jk do not transform as 1-form components at infty. Jk can be asymptotically a vector if one considers a
restricted class of asymptotic transformation instead of Eq. (7.3). In particular, one should substitute the AF
conditions with the stronger conditions:

∂kγ̃ij = O(r−3) (Quasi-isotropic gauge) (7.27a)

K = O(r−3) (Asymptotically maximal gauge) (7.27b)

Example 7.4.1. Isotropic coordinates for Schwarzschild are quasi-isotropic, standard Schwarzschild coordinates are
not.

7.5 Komar currents

Conserved quantities in GR naturally arise in presence of Killing vector (symmetries). Komar method (1959) consists
in taking flux integrals of the derivative of the Killing vector over closed 2-surfaces surrounding the matter sources.

35



NR notes - S.Bernuzzi Asymptotic flatness & global quantities

7.5.1 General argument

Consider a Killing vector Ka,

LKgab = 2∇(aKb) = 0 . (7.28)

For any symmetric and divergence-free tensor Tab, there exists a conserved current Ja := T abKb:

∇a(T abKb) = ∇aT ab︸ ︷︷ ︸
=0

Kb + T ab∇aKb =
1

2
(T ab∇aKb + T ab∇aKb) (7.29a)

=
1

2
(T ab∇aKb + T ba︸︷︷︸

=Tab

∇bKa) =
1

2
T ab (∇aKb +∇bKa)︸ ︷︷ ︸

Killing eq.

= 0 . (7.29b)

Take now the Einstein tensor as symmetric and divergence-free tensor. The current

Ja(1) := GabKb = 4RabKb −
1

2
4RKa (7.30)

is conserved. More in general, the conservation of

Ja(c) := GabKb = 4RabKb − c
1

2
4RKa , c ∈ R (7.31)

follows from the properties of Killing vectors and their contractions with the Ricci tensor 2

∇aJa(c) = ∇a(4RabKb)−
c

2
∇a(4RKa) = ∇a(4RabKb)−

c

2
4R ∇a(Ka)︸ ︷︷ ︸

=0 antisym

− c
2

Ka∇a4R︸ ︷︷ ︸
=0 R invariant along Ka

(7.32a)

= ∇a(4RabKb) = ∇c∇c∇aKa︸ ︷︷ ︸
=0

= 0 (7.32b)

Among all the possible choices of c, the case c = 0 is “special” since the conserved current can be written in terms of
the antisymmetric tensor Aab := ∇aKb:

Ja(c) := 4RabKb = ∇b(∇aKb) = −∇b( ∇bKa︸ ︷︷ ︸
:=Aba=A[ba]

) . (7.33)

Specifying Stokes theorem to the hypersurfaces Σt (or any subset of it) one sees immediately that conserved
quantities associated to the current Ja(o) can be expressed as integrals of ∇aKb on closed 2-surface on hypersurfaces
of the 3+1 foliation: ∫

M
dω =

∮
∂M

ω ⇒
∫

Σt

dsa∇bAab =

∮
∂Σt

dsabA
ab =: QK , (7.34a)

where

dsa = d3x
√
γna volume element on Σt (7.34b)

dsab = d2y
√
q(sanb − nasb) surface element on ∂Σt with normal sa . (7.34c)

Remark 7.5.1. The flux integrals QK are conserved and correspond to volume integrals of the matter distribution
via EFE (Rab = 8π(Tab − 1

2Tgab)). They do not depend upon the choice of the integration 2-surface as long as the
latter stays outside the matter.

A simple way to show the above result is the following. Due to symmetry/antisymmetry ∇a∇bAab = 0. Take
Ω ⊂ M with boundary ∂Ω = Σt1 ∪ σ ∪ Σt2 , i.e. composed of two spatial hypersurfaces and timelike cylindrical
world-tube. Then using Stokes theorem [Appendix B of Wald’s book]

0 =

∫
Ω

∇a∇bAab =

∮
∂Ω

na∇bAab =

∫
Σt1

...+

∫
σ

...−
∫

Σt2

... (7.35)

Since ∇bAab = 4RabKb = 8π(T ab − 1
2Tg

ab)nb, if the timelike hypersurface σ is outside the matter distribution, then∫
σ

= 0 and
∫

Σt1
=
∫

Σt2
(This proves conservation). Applying Stokes one more time leads to Eq. (7.34a).

2 From antisymmetry/Killing eq: ∇aKa = 0. From invariance of curvature along the Killing vector: Ka∇a
4R = 0. From definition of

Riemann and antisymmetry/Killing eq 4RabKb = ∇c∇cKa and ∇a(4RabKb) = ∇a∇c∇cKa = 0.
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7.5.2 Komar mass

A stationary spacetime has Killing vector K = ∂t or Ka = (∂t)
a = αna + βa. Hence

∇aKbdsab = ∇aKb(s
anb − nasb)√qd2y = (∇aKbs

anb − ∇aKb︸ ︷︷ ︸
−∇bKa

nasb)
√
qd2y (7.36a)

= 2∇aKbs
anb
√
qd2y = 2(∇aαnb + α∇anb +∇aβb)sanb

√
qd2y (7.36b)

= 2(∇aαsa nbnb︸︷︷︸
=−1

+αsa nb∇anb︸ ︷︷ ︸
=0

+sa nb∇aβb︸ ︷︷ ︸
=βb∇anb

)
√
qd2y (7.36c)

= −2(siDiα−Kijs
iβj)
√
qd2y (7.36d)

The Komar mass is defined as

MK := − 1

8π

∮
∂Σt

dsab∇aKb =
1

4π

∮
∂Σt

(siDiα−Kijs
iβj)
√
qd2y (Komar mass) . (7.37)

Example 7.5.1. The weak field metric has α = 1 + φ, Kij = 0, and Di = Di. The Komar mass integrals correctly
gives

MK =
1

4π

∮
∂Σt

siDiα =
1

4π

∮
∂Σt

siDiφ =
1

4π

∫
Σt

DiDiφ =

∫
Σt

ρ . (7.38)

Example 7.5.2. The Schwarzschild metric in standard coordinates has

α2 = 1− 2M

r
, Kij = 0 , yµ = (θ, φ) ,

√
q = r2 sin θ , si = (1, 0, 0) , (7.39)

where the surface ∂Σt is taken as the sphere at radius r. One obtains

MK =
1

4π

∫
r=const

(
1− 2M

r

)1/2
∂

∂r

(
1− 2M

r

)1/2

r2 sin θdθdφ =
1

4π

∫
(...)1/2(...)−1/2 1

2

2M

r2
r2 sin θdθdφ = M

(7.40)
independently on the choice of the sphere.

Remark 7.5.2. The equivalence of ADM and Komar mass is a general result for any foliattion Σt with timelike unit
vector = timelike Killing vector at spatial infinity,

MK = MADM ⇔ na = Ka at i0 . (7.41)

7.5.3 Komar angular momentum

An axisymmetric spacetime has Killing vector K = φ implementing the rotational symmetry. Choosing a foliation
such that φana = 0, one has

∇aKbdsab = ∇aφb(sanb − nasb)
√
qd2y = 2∇aφbsanb

√
qd2y = 2[∇a(φbn

b︸︷︷︸
=0

sa)− φb∇a(sanb)]
√
qd2y (7.42a)

= −2φbs
a∇anb

√
qd2y = 2Kijs

iφj
√
qd2y (7.42b)

The Komar angular momentum is defined as

JK :=
1

16π

∮
∂Σt

dsab∇aφb =
1

8π

∮
∂Σt

Kijs
iφj
√
qd2y (Komar angular momentum) . (7.43)
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8. Initial data problem

This lecture discusses the initial data problem in 3+1 GR, i.e. the solution of the constraints. The CTT and CTS
formalisms are presented together with basic black-hole solutions. The latter include Misner data at a moment of time
symmetry, as those used in the early-times head-on collision simulations, and the generalized Brill-Lindquist data as
those used for binary black hole simulations in the puncture moving framework.

Suggested readings. Chap. 8 of Gourgoulhon’s lecture notes; Chap. 3 of Baumgarte’s lecture notes (Book’s Chap. 3,
12, 15, App. I); Chap. 3 of Alcubierre’s book;

8.1 Problem’s setup

Given the 4 constraint eqs

C0 : = R+K2 −KijK
ij − 16πE = 0 (8.1a)

Ci : = DjK
j
i −DiK − 8πPi = 0 , (8.1b)

want to determine γij and Kij (12 components in total) on Σ0 such that
(i) Constraints equations are satisfied:

(ii) The solution is physically meaningful, e.g. represents black hole and neutron stars of interest for GR or astro-
physics.

The discussion here assumes the matter fields are given.
The constraint eqs are 4 eqs; independently on the particular strategy one decides to follow, one has to prescribe

8 fields/quantities and solve for the remaining 4. The initial data problem thus split into determining
• FREE DATA
• CONSTRAINED DATA

The choice of free/constrained data is based on
(i) Astrophysical/physical expectations for the solution

(ii) Physical meaning (and intuition) of the various metric fields
(iii) Mathematical necessity (linear eqs, decoupled eqs, well-posed eqs).

Two main approaches both based on conformal decomposition of 3+1 eqs following Lichnerowicz (1944) seminal work:
• Conformal transverse traceless (CTT) (York, 1973)
• Conformal thin-sandwich (CTS) (York, 1999)

8.2 Conformal transverse traceless

The CTT approach relies on the decomposition of the conformal traceless extrisic curvature Âij (p = −10 conformal
rescaling) into a longitudinal (L) and transverse (TT) part:

Âij := ÂijL + ÂijTT = (L̃X)ij + ÂijTT , (8.2)

where the TT part is by definition traceless and divergence free

γ̃ijÂ
ij
TT = 0 , D̃jÂ

ij
TT = 0 ; (8.3)

and the L part is expressed in terms of the conformal Killing operator

(L̃X)ij := D̃iXj + D̃jXi − 2

3
D̃kX

kγ̃ij , (8.4)

associated to the conformal metric and operating on the vector field Xi. The L part is also traceless and symmetric.
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Given Âij , the L/TT decomposition is determined by taking the divergence and solving for the vector Xi the
equation

D̃jÂ
ij = D̃j(L̃X)ij = D̃jD̃

jXi +
1

3
D̃iD̃jX

j + R̃ijX
j =: ∆̃LX

i (8.5)

involving the conformal vector Laplacian operator. In other terms:

∃! L+TT decomposition ⇔ ∃! solution of the conformal Laplacian eq.

Theorem 8.2.1. Cantor (1979)

M is asymptotically flat
∂k∂lγ̃ij = O(r−3)

}
⇒ existance and uniqueness is guaranteed .

The constraints equations in the CCT approach are

D̃iD̃
iΨ− 1

8
R̃Ψ +

1

8
ÂijÂ

ijΨ−7 − 1

12
K2Ψ5 + 2πẼΨ−3 = 0 (8.6a)

∆̃LX
i − 2

3
D̃iKΨ6 − 8πP̃ i = 0 (8.6b)

with

• FREE DATA: γ̃ij , Â
ij
TT,K,E, P

i

• CONSTRAINED DATA: Ψ, Xi

The Lichnerowicz eq is considered an equation for the conformal factor (elliptic, quasilinear); the momentum constraint
is an elliptic linear equation for the Xi. The equations are coupled but under the assumption K = const (hypersurfaces
have constant mean curvature, CMC) the system partially decouple: one can solve first the momentum constraint and
then plug the solution Xi into the Lichnerowicz eq and solve for Ψ.

8.2.1 Conformally and asymptotically flat & time-symmetric BH data

The simplest choice of free data is

γ̃ij = fij (Conformally flat) (8.7a)

Âij ≡ 0 (8.7b)

K ≡ 0 (Maximal slicing) (8.7c)

Ẽ = P̃ i ≡ 0 (Vacuum) (8.7d)

The above choice implies that

D̃i = Di , D̃iD̃
i = DiDi = ∆ , R̃ ≡ 0 , L̃ = L . (8.8)

and the constraints become

∆Ψ +
1

8
(LX)ij(LX)ijΨ−7 = 0 (8.9a)

∆LX
i = ∆Xi +

1

3
DiDjXj = 0 (8.9b)

To set up the BVP with these elliptic equations one needs boundary data. We focus on the following choice:

• Asymptotically flatness

Ψ = 1 , Xi = 0 , at i0 (r →∞) (8.10)

• Inner (strong field) boundary conditions as determined by fixing the topology of the solution. Two cases are
considered below.

Σ0 = R3, No inner boundary conditions. The solution of the momentum constraint is Xi ≡ 0, which implies
the BVP for the Lichnerowicz eq is

∆Ψ = 0 on Σ0 with Ψ = 1 at i0 . (8.11)

The solution is clearly Ψ ≡ 1; the solution of the initial value problem is flat spacetime.
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Σ0 = R3 \ B, Boundary conditions on a inner ball. The simplest choice for the boundary conditions at the
inner sphere S is

Xi|S = 0 and Ψ|S = 1 , (8.12)

and leads again to flat spacetime.

Another interesting choice of boundary conditions is

Xi|S = 0 and S is a closed minimal surface . (8.13)

The second requirement translates to a boundary condition of mixed Newmann/Dirichlet type for Ψ, as we show in
what follows. Let si the normal vector to S, the minimal condition is (Cf. maximal slicing)

0 = Dis
i|S = Ψ−6D̃i(Ψ

6si) = Ψ−6Di(Ψ6si) = Ψ−6Di(Ψ4s̃i) = Ψ−6 1√
f
∂i(
√
fΨ4s̃i) ; (8.14)

where s̃i := Ψ−2si is the unit normal w.r.t. the conformal metric, since

γ̃(s̃, s̃) = Ψ−4γ̃(s, s) = γ(s, s) = 1 . (8.15)

Take now a sphere of radius r = a, spherical coordinates xi = (r, θ, φ), normal si = (1, 0, 0), and fij = diag(1, r2, r2 sin θ).
The minimal condition becomes the following Newmann/Dirichlet inner boundary condition:

1

r2
∂r(r

2Ψ4)|r=a = 0 ⇔
(
∂rΨ +

Ψ

2r

)
|r=a = 0 . (8.16)

The solution of the BVP can be expressed up to the constant a as

Ψ = 1 +
a

r
, (8.17)

the constant can be identified by computing the ADM mass:

MADM = − 1

2π
lim
r→∞

∫
∂Ψ

∂r
r2 sin θdθdφ = − 1

2π
lim
r→∞

4πr2∂r(1 +
1

r
) = 2a . (8.18)

Hence, the solution is Schwarzschild in isotropic coordinates. Note that a solution with topology S2 × R can be
constructed by gluing a copy of Σ0 at S. The transformation

r 7→ r′ :=
M2

4r
, [

M

2
,∞) 7→ [

M

2
, 0) (8.19)

is an isometry, and the metric “on the other side” of the Rosen-Einstein bridge (S, r = M/2) has exactly the same
form. One obtains this way a slice of Schwazrschild connecting region I and III, where the region r → 0 correspond
to the other AF end of the wormhole.

Remark 8.2.1. The solutions discussed above are characterized by

Âij ≡ 0 and Xi ≡ 0 ⇒ Kij ≡ 0 ⇒ Lmγij = 0 at t = 0 . (8.20)

That means the slice Σ0 is momentarily static (nothing guarantees it will remain static for t > 0) and implies that

the line element is invariant under t 7→ −t and βi = 0. These initial data are called time symmetric or a moment of
time symmetry slice. Time-symmetric black hole solutions have neither linear momentum nor spin.

Multiple BH: Brill-Lindiquist and Misner data. Since the equation for Ψ is linear, one can superpose solution.
Multiple black hole solutions with a moment of time symmetry can be constructed with the following conformal factor

Ψ = 1 +

N∑
h=1

Mh

|xi − cih|
=: 1 + ΨBL , (8.21)

where the point Oh = (cih) ∈ R3 is the position of the h-th hole (throats). Brill-Lindiquist data are precisely made by
the superposition of N holes in such a way there are N + 1 AF ends (or “universes”); the points xi = cih are not part
of the Manifold which is then Σ0 = R3 \ {Oh}. It is also possible to construct solutions in which the N wormholes
connect just two AF ends (two isometric universes.) These data are called Misner data and Σ0 = R3 \ {Bh}, i.e.
where N balls are removed. Their construction is nontrivial. Embedding diagrams for N = 2 are shown in Fig. (8.1).
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Figure 8.1: Embedding diagrams for two black hole initial data Brill-Lindquist (left) and Misner (right).

8.2.2 Conformally and asymptotically flat & Bowen-York BH data

Continue considering the solution of constraints under the hypothesis Eq. (8.7) and choose, similarly to above, a slice
in which one point is removed, Σ0 = R3 \O. The removed point is called puncture and the slice the topology is again
S2 × R. Instead of the trivial solution of the momentum eq xi ≡ 0, Bowen and York (1980) proposed the following
parameteric and generalized solution:

Xi = − 1

4r

(
7f ijPj +

1

r2
Pjx

jxi
)
− 1

r3
εijk Sjx

k , (8.22)

where xi are Cartesian coordinates and Pi, Si are six free parameters. Note that Pi = Si ≡ 0 reduces to the trivial
solution. The corresponding traceless extrinsic curvature is

Âij = (LX)ij =
3

2r3

[
xiP j + xjP i +

(
f ij − xixj

r2

)
P kxk

]
︸ ︷︷ ︸

O(r−2)

+
3

r5

(
εikl Skx

lxj + εjkl Skx
lxi
)

︸ ︷︷ ︸
O(r−3)

. (8.23)

Meaning of the parameters. The quantities Pi and Si correspond to the the ADM momentum and angular
momentum. Show only the ADM momentum, the calculation for the angular momentum is similar. Since K = 0 and
Ψ = 1,

PADM
i =

1

8π
lim
r→∞

∫
Âikx

kr sin θdθdφ (8.24a)

=
1

8π
lim
r→∞

∫
3

2r2
[xiPkx

k + xkx
k︸ ︷︷ ︸

=r2

P i − (fikx
k︸ ︷︷ ︸

=xi

−x
i

=r2︷ ︸︸ ︷
xkxk
r2

)

︸ ︷︷ ︸
=0

P jxj ] sin θdθdφ+O(r−3) (8.24b)

=
1

8π
lim
r→∞

∫
3

2

xix
k

r2
Pk sin θdθdφ+

1

8π
lim
r→∞

∫
3

2
Pi sin θdθdφ (8.24c)

=
3

16π
Pk lim

r→∞

∫
xix

k

r2
sin θdθdφ+ 4π

3

16π
Pi =

3

16π
(
4π

3
+ 4π)Pi = Pi , (8.24d)

where the last line uses ∫
xixk

r2
dΩ = δik

∫
(xk)2

r2
dΩ =

1

3
δik
∫
r2

r2
dΩ =

4π

3
δik . (8.25)

Note the coordinates employed in the Bowen-York solution belong to the quasi-isotropic gauge since the metric is
conformally flat.
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Remark 8.2.2. The Schwarzschild solution in isotropic coordinates is recovered for Pi = Si ≡ 0 (Xi ≡ 0). However,
choosing Pi ≡ 0 and Si 6= 0 does not lead to the Kerr solution ! A simple way to grasp this is to observe that Kerr is
not conformally flat. Garat and Price (2000) showed that there exists no Kerr foliation that (i) is axisymmetric and
conformally flat and (ii) reduces to slices of t = const in the nonrotating limit. The rotating black-holes given by the
Bowen-York solution are nonstationary and the evolution of such spacetimes is nontrivial.

Solution of the Hamiltonian constraint: puncture data. Since Âij 6= 0 the Lichnerowicz eq must be solved
numerically. Possible approaches:
• Generalized Misner data (Cook, 1991; Cook et al., 1993). Solve using the Newmann-Dirichlet condition at the

throat, but including the nonvaninshing curvature term.
• Generalized Brill-Lindquist or puncture data (Brandt and Brügmann, 1997). Solve on R3 by analytically sepa-

rating the singular behaviour at the puncture.
The second approach has become one of the standard methods for black hole simulations, including circular binary
mergers. The starting ansatz is

Ψ = ΨBL + u =

N∑
h=1

Mh

|xi − cih|
+ u ; (8.26)

since the ΨBL term satisfies ∆ΨBL = 0 on R3 \ {Oh}, the Lichnerowicz eq reduces to an equation for u

∆u+
ÂijÂ

ij

8Ψ7
BL

(
1 +

u

ΨBL

)−7

= 0 , (8.27)

with outer boundary conditions given y the AF requirement

u = 1 +O(r−1) or ∂ru =
1− u
r

at i0 (r →∞) . (8.28)

The key observation is that no inner boundary condition is needed at the puncture and the equation can be solved

on R3. Indeed, at the puncture xi ≈ cih
u ≈ |xi − cih| (8.29a)

ÂijÂ
ij ≈ |xi − cih|p with p = −6 (Si 6= 0) or p = −4 (Si = 0) (8.29b)

ÂijÂ
ij

8Ψ7
BL

≈ |xi − cih|q with p = +1 (Si 6= 0) or p = +3 (Si = 0) , (8.29c)

which implies ∆u = 0 at xi = cih. As in the Brill-Lindquist data, the spacetime of puncture data has an AF region
for each puncture.

8.3 Conformal thin-sandwich

The CTS approach relies on a different decomposition of the conformal traceless extrinsic curvature than the CTT.
The decomposition is suggested by the kinematical eq

Lmγ̃ij = ∂tγ̃ij − Lβ γ̃ij = ∂tγ̃ij + (L̃β)ij +
2

3
D̃kβ

kγ̃ij (8.30a)

= 2αÃij +
2

3
D̃kβ

kγ̃ij , (8.30b)

from which one combines the two lines to obtain the decomposition

Ãij = (2α)−1
[
∂tγ̃ij + (L̃β)ij

]
. (8.31)

Similarly, Ãij = Ψ−6Âij gives

Âij = (2α̃)−1
[

˙̃γij + (L̃β)ij
]

with α̃ := Ψ−6α , ˙̃γij := ∂tγ̃ij . (8.32)

Substituting the decomposition into the momentum constraint one finds an alternative equation to Eq. (8.6b).

The constraints equations in the CTS approach are

D̃iD̃
iΨ− 1

8
R̃Ψ +

1

8
ÂijÂ

ijΨ−7 − 1

12
K2Ψ5 + 2πẼΨ−3 = 0 (8.33a)

D̃j

(
α̃−1(L̃β)ij

)
+ D̃j

(
α̃−1 ˙̃γij

)
− 4

3
Ψ6D̃iK − 16πP̃ i = 0 (8.33b)
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with
• FREE DATA: γ̃ij , ˙̃γij ,K,E, P

i

• CONSTRAINED DATA: Ψ, βi

The Lichnerowicz eq is again considered an equation for the conformal factor (elliptic, quasilinear). The momentum
constraint is an elliptic linear equation for the βi that decouple from the Hamiltonian constraint if K = 0 (maximal
slicing). Comparing with CTT, the presence of ˙̃γij brings some intuition for the prescription of the free data w.r.t.

ÂijTT, and indeed it is an important element for setting up binary initial data (see below). On the other hand, the
conformal lapse α̃ has a more difficult physical interpretation.

Pfeiffer and York (2003) proposed an extended CTS (XCTS) approach in which one equation and α̃ is added to
the system Eq. (8.33). The additional equation can be found by combining the dynamical eq for K with an identity
and the Hamiltonian constraint:

LmK = ∂tK − LβK = ∂tK − βiD̃iK (8.34a)

= −Ψ−4 (D̃iD̃
iα+ 2D̃i ln ΨD̃iα)︸ ︷︷ ︸

subst. w/ identity in Eq. (8.34c)

+α[4π(E + S) + ÂijÂ
ij +

K2

3
] (8.34b)

D̃iD̃
iα+ 2D̃i ln ΨD̃iα = Ψ−1[D̃iD̃

i(αΨ) + α D̃iD̃
iΨ︸ ︷︷ ︸

subst. w/ Ham. constr.

] , (8.34c)

and reads

D̃iD̃
i(α̃Ψ7)− (α̃Ψ7)[

R̃

8
+

5

12
K2Ψ4 +

7

8
ÂijÂ

ijΨ−8 + 2π(Ẽ + 2SΨ8)Ψ−4] + (K̇ − βiD̃iK)Ψ5 = 0 , (8.35)

with K̇ := ∂tK

The equations in the XCTS approach are

D̃iD̃
iΨ− 1

8
R̃Ψ +

1

8
ÂijÂ

ijΨ−7 − 1

12
K2Ψ5 + 2πẼΨ−3 = 0 (8.36a)

D̃j

(
α̃−1(L̃β)ij

)
+ D̃j

(
α̃−1 ˙̃γij

)
− 4

3
Ψ6D̃iK − 16πP̃ i = 0 (8.36b)

D̃iD̃
i(α̃Ψ7)− (α̃Ψ7)[

R̃

8
+

5

12
K2Ψ4 +

7

8
ÂijÂ

ijΨ−8 + 2π(Ẽ + 2SΨ8)Ψ−4] + (K̇ − βiD̃iK)Ψ5 = 0 (8.36c)

with
• FREE DATA: γ̃ij , ˙̃γij ,K, K̇, E, P

i

• CONSTRAINED DATA: Ψ, α̃, βi

The equations in the XCTS do not decouple for K = 0. There exists examples of non-unique solutions for certain class
of initial data (Pfeiffer and York, 2005; Baumgarte et al., 2007) (See also (Giulini, 1999).) Despite these difficulties,
the XCTS can give better control on the time development of the initial data than CTT and CTS. For example, the
conditions

γ̇ij = 0 = K̇ (8.37)

are necessary conditions for ∂t to be a Killing vector.

8.3.1 Conformally and asymptotically flat & zero derivatives BH data

The simplest choice of free data is

γ̃ij = fij (Conformally flat) (8.38a)

˙̃γij = K̇ ≡ 0 (8.38b)

K ≡ 0 (Maximal slicing) (8.38c)

Ẽ = P̃ i ≡ 0 (Vacuum) (8.38d)

and the XCTS becomes

∆Ψ +
1

8
ÂijÂ

ijΨ−7 = 0 (8.39a)

Dj [α̃−1(Lβ)ij ] = 0 (8.39b)

∆(α̃Ψ7)− 7

8
ÂijÂ

ijα̃Ψ−7 = 0 (8.39c)
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with the usual AF boundary values for the fields; additionally to those described in the previous section on has
βi|i0 = 0.

Consider a punctured slice Σ0 = R3 \O. The choice βi ≡ 0 is a solution, which implies that the conformal traceless
extrisinc curvature is zero,

βi ≡ 0 , ˙̃γij = 0 ⇒ Âij = 0 . (8.40)

The remaning two eqs further simplify to

∆Ψ = 0 ⇒ Ψ = 1 +
M

2r
(8.41a)

∆(α̃Ψ7) = 0 ⇒ α̃Ψ7 = 1 +
a

r
. (8.41b)

The solution of Eq. (8.41a) with AF data is regular on the punctures Σ0, as seen in the CTT approach. The solution
of Eq. (8.41b) with AF data depends on a constant a; combining the two solution the lapse reads

α = Ψ6α̃ = (α̃Ψ7)Ψ−1 = (1 +
a

r
)Ψ−1 = (1 +

a

r
)(1 +

M

2r
) =

r + a

r +M/2
, (8.42)

and the value of a can be choosen by selecting the limiting value of the lapse at the puncture, α0 := α(r = 0) = 2a/M .
Problem: What to choose for the lapse?, i.e.

α0 = lim
r→0

α(r) =? (8.43)

There are at least two simple choices resulting to different slices of Schwarzschild:

α0 = +1 ⇒ a = +
M

2
⇒ α ≡ 1 (Geodesic slicing) (8.44)

α0 = −1 ⇒ a = −M
2
⇒ α = (1− M

2r
)(1 +

M

2r
) (Isotropic coords) . (8.45)

Consequences:
(i) Both choices lead to a momentarily static initial slice of Schwarzschild, but

(ii) Their time development is different!
(iii) α0 = 1 will result in a nontrivial evolution,
(iv) α0 = −1 will result in trivial evolution since ∂t is a Killing vector.

Remark 8.3.1. The choice α0 = −1 implies that the assumption α > 0 on Σ0 is violated, since the lapse takes
negative values in some regions. While n remains futre pointing, allowing a negative lapse means that the coordinate
time runs “backward” near the AF end r → 0.

8.3.2 Binary systems and quasi-circular orbits

Initial data for binary simulations must be prepared at finite separatation. Gravitational waves emission leads to fast
orbit circularization; standard formation scenarios and channels predict that in the final stages of the coalescence
process the compat binary have circularized. Hence, simulations of circular initial data are particularly relevant and
are believed to be the most common astrophysical scenario.

Problem: What symmetry should one impose to construct a circular binary spacetime?
Stationary spacetimes have ∂t as Killing vector; spacetimes with a rotational symmetry generated by ∂φ. Space-

times for exactly circular binaries have none of these two symmetries but an observer comoving with an orbit of
frequency Ω rotates of angle δφ in a time δt related by

δφ = Ωδt . (8.46)

That suggests the spacetime is invariant for those comoving observers, Fig. (8.2).
Circular orbits can be implemented by imposing the spacetime has a helical Killing vector (Gourgoulhon et al.,

2002)
Lξg = 0 where asymptotically ξa := (∂t)

a + Ω(∂φ)a . (8.47)

If one chooses a frame comoving with the orbit, then ∂t = ξ and the helical symmetry can be simply imposed by
requiring that

γ̇ij = 0 = K̇ . (8.48)

The XCTS formalism is well suited for implementing these conditions; binary black hole and neutron star circular
initial data are often generated with this method.

An excellent introduction on the helical Killing vector (and its connection to the Kepler law) can be found in
Le Tiec (2012).
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Figure 8.2: Helical Killing vector for binary initial data. Figure taken from (Le Tiec, 2012)

Remark 8.3.2. The XCTS equations + helical Killing vector + conformally flat metric reduces to the IWM eqs.

Remark 8.3.3. For puncture-type initial data it is not possible to find a solution of XCTS+helical Killing vector with
regular lapse (Hannam et al., 2003). Circular binary black hole initial data within the Bowen-York CTT approach
are not implemented using the helical Killing vector. In that approach the puncture parameters are tuned in order to
minimize some experimental measure of the eccentricity, e.g. (Husa et al., 2008). Using a conformally-flat metric,
puncture parameters are usually inferred from post-Newtonian results.
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9. Gauge conditions

This lecture discusses some of the most common gauge choices for simulations of black holes (BHs) and neutron
stars (NSs). The choice of the foliation/slicing (prescription or equation for the lapse) and of the spatial coordinates
(prescription or equation for the shift) is crucial for long-term NR simulations of gravitational collapse, BH formation,
and to handle the movement of BHs and NSs. Singularity avoiding coordinates prevent the foliation to fall into the
singularity and minimize the spatial distortion. Ideally, good gauge conditions for numerical applications possess some
(vaguely defined) “symmetry seeking” property that drives the coordinates to those adapted to the spacetime’s Killing
vectors (either pre-existing or forming during the simulation.)

Suggested readings. Chap. 9 of Gourgoulhon 3+1 lecture notes; Chap. 4 of Alcubierre’s book; Chap. 5 of Baum-
garte’s lecture notes (Book’s Chap. 4, 8.1, 13.1.3);

9.1 Slicing

9.1.1 Geodesic slicing

Setting

α ≡ 1 , βi ≡ 0 (Geodesic slicing and zero shift). (9.1)

coorresponds to choose Gaussian normal coordinates for the evolution. In these coordinates the acceleration of
Eulerian observers is zero (free-falling) and their coordinate time corresponds to proper time,

na = (∂t)
a , aa = Da lnα = 0 , dτ = dt . (9.2)

Example 9.1.1. The geodesic slicing of Schwarzschild corresponds to use Novikov coordinates. These are the co-
ordinates comoving with radially free-falling test particles and measuring proper time. A simulation that uses these
coordinates and a grid covering the Schwarzschild radii 2M < r < rmax in Σt would crash at about t ∼ πM , i.e. as
soon as the innermost grid point reaches the r = 0 singularity (See e.g. Brügmann (1996))

As suggested by the Schwarzschild example, geodesic coordinates are not suitable for simulations of gravitational
collapse. The qualitative behaviour of the simulation can be understood from the evolution equations for the trace of
the extrinsic curvature and the determinant of the 3-metric specified to the geodesic case,

∂tK = KijK
ij + 4π(E − S) ≥ 0 (9.3a)

∂t ln
√
γ = −K , (9.3b)

where the second equation follows from

K = γabKab = − 1

2α
γabLmγab = − 1

2α
Lm ln γ = − 1

α
√
γ
Lm
√
γ = − 1

α
Lm ln

√
γ , (9.4)

and relates K to the coordinate volume element
√
γ. Under the hypotesis of “ordinary matter” (E−S ≥ 0), Eq. (9.3)

indicates that while the matter collapses and becomes more compact, the mean curvature K > 0 increases. At the
same time the volume element goes to zero and the free-falling Eulerian observers get closer to each others, coordinates
focus and singularities, either physical or coordinate, forms.
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9.1.2 Maximal slicing

To improve on the focusing geodesics coordinates, one can consider that the expansion of Euler observers is simply
given by the trace of the extrinsic curvature (from the definition),

K = −∇ana . (9.5)

Geometrically K measures how na bends if transported along Σt, and hence it tells how much the worldlines of
Eulerian observers converge or diverge, Fig. (4.2). The condition

K = −∇ana = 0 ⇒ DiD
iα− α[4π(E + S) +KijK

ij ] = 0 (Maximal slicing) (9.6)

corresponds then to a slicing in which the Eulerian observers do not converge towards the central singularity (if
the latter forms.) The Eulerian acceleration aa 6= 0 balances the focusing effect of gravity. Slicings with this property
are called singularity avoding slicings.

Remark 9.1.1. The equation above is the same equation describing an incompressible fluid, ∇aua = 0, where ua is
the fluid 4-velocity.

Example 9.1.2. In the Schwarzschild spacetime, the slices t = const (Schwarzschild time coordinate) are spatial
hypersurfaces for R > 2M (R is the Schwarzschild radius to distinguish it from the isotropic r). The foliation is a
maximal slicing since Kab ≡ 0 implies K = 0. It extends from region I to region III of the Kruskal-Szekere diagram
without penetrating the horizon (R = 2M). The lapse function in isotropic coordinates is

α =

(
1− M

2r

)(
1 +

M

2r

)−1

, (9.7)

and it is antisymmetric w.r.t. the throat r = M/2. Note the lapse is negative for r < M/2.
In the region R < 2M , the hypersurfaces R = const are spacelike (R is a timelike coordinate). A maximal slice

can be easily found by considering the line element in Schwarzschild coordinates, reading off

α =

(
2M

R
− 1

)−1/2

, γ = R4 sin2 θ

(
2M

R
− 1

)
, (9.8)

and using Eq. (9.4) in the form d/dr ln γ = 2αK to obtain:

K =
3M − 2R

R2(2M/R− 1)1/2
. (9.9)

Hence, R = 3M/2 is a maximal slice and it can be proven that it is the only hypersurface R = const which is
spacelike and maximal. The R = 3M/2 slice is a limiting slice of a maximal foliation of Schwarzschild extending
from regions I to II and III of the Kruskal-Szekere diagram. The foliation has a lapse symmetric about r = M/2 and
never encounters the singularity. The embedding diagram of this soution is different from the wormhole one: there is
one AF end the other end an infinitely long cylinder (hence the name trumpet.)

The general construction of maximal foliations of Schwarzschild goes as follows. Take standard coordinates in
which the metric is written in term of the function A(R) = 1− 2M/R, and consider the transformatin of the standard
time coordinate t to

t̃ = t+ h(R) , (9.10)

where h(R) is the height function that enters in the expression of the new metric components. The height function
can be determined by the maximal slicing condition up to a constant of integration C,

0 = K = −∇ana = −(−g)−1/2∂a((−g)1/2na) , ⇒ h′(R) =
C2

A2(R)(A(R)R4 + C2)
. (9.11)

The resulting metric has components

α2 = f(R) , βr = C
√
f(R)R−2 , γijdx

idxj = f(R)−1dR2 +R2dΩ , with f(R) := 1 +
2M

R
+
C2

R4
. (9.12)

The constant C parameterizes the family of foliations, e.g. C = 0 is the t = const foliation of standard Schwarzschild
time.

The particular symmetric/antisymmetric foliations discussed above are included in the foliation family parametrized
by C. They also correspond to solutions of the elliptic equation for the lapse, Eq. (9.6); both cases have α→ 0 at i0 as
outer boundary conditions but reflect different choices for the inner boundary (in a way analogue to what discussed in
Chap. 8). The antisymmetric foliation corresponds to C = 0 and the Dirichlet condition at the throat α(R = 2M) = 0;
the symmetric foliation corresponds to C = 3

√
3M2/4 and the Newmann condition ∂Rα(R = 3M/2) = 0 at the

asymptotic slice R = 3M/2. See [Alcubierre & Baumgarte books for details/discussions].
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The Schwarzschild maximal foliations discussed above highlight the singularity-avoidance property of maximal
slicing. In practice, the elliptic equation Eq. (9.6) for the lapse guarantees that α→ 0 in regions where the curvature
increases so that the proper time (of Eulerian observers) between two neighbouring hypersurfaces “freezes” and they
do not evolve. For Schwarzschild (Smarr and York, 1978a; Beig and O’Murchadha, 1998) have shown that the lapse
at the throat collapse to zero exponentially in a characteristic timescale ∼ 2

√
3/4M ≈ 1.82M as the slice approaches

R = 3M/2 1. This effect is called collapse of the lapse and it is a generic feature of singularity avoiding slicings (See
also below and the middle panel of Fig. (9.1)).

9.1.3 Harmonic slicing

The µ = 0 component of the harmonic gauge �xµ = 0 is a slicing condition that can be expressed as an evolution
equation for the lapse.

0 = �t = (−g)−1/2∂µ[(−g)1/2gµν ∂νt︸︷︷︸
=δ0

ν

] = (−g)−1/2∂µ[(−g)1/2gµ0] ⇒ (9.13a)

0 = ∂t(α
√
γg00) + ∂i(α

√
γg0i) = −∂t(

√
γα−1) + ∂i(

√
γα−1βi) ⇒ (9.13b)

0 = ∂tα− βi∂iα− α [γ−1/2∂t
√
γ − γ−1/2∂i(

√
γβi)︸ ︷︷ ︸

=Diβi

]

︸ ︷︷ ︸
=−αK

(9.13c)

where in the third line the metric component in adapted coordinates have been used together with some of the 3+1
equations previously derived. From the definition of the Lie derivative Lm one obtains

Lmα = −α2K (Harmonic slicing) (9.14)

Example 9.1.3. Schwarzschild in standard coordinates has

∂tα = 0 , βi = 0 , K = 0 , (9.15)

implying that t = const slices are hamornic slices. These slices do not penetrate the horizon and are singular at
R = 2M .

Horizon penetrating harmonic slicing of Schwarzschild (and Kerr-Newmann) spacetime have been found by Bona
and Masso (1988); Cook and Scheel (1997). The foliation can be found by the following transformation of the standard
time coordinate t to

t̃ = t+ 2M ln |1− 2M

R
| , (9.16)

and extends to the singularity R = 0 at asymptotic times t̃→∞.

The above example suggests that the harmonic slicing has singularity avoiding properties similar to the maximal
slicing, e.g. (Geyer and Herold, 1995). With zero shift βi ≡ 0, the equation can be integrated to obtain the lapse up
to an arbitrary function of the spatial coordinates,

α = c(xi)
√
γ (Harmonic slicing and zero shift) . (9.17)

Calculating instead the harmonic gauge for the spatial components µ = i leads to a hyperbolic evolution equation for
the shift vector:

Lmβi = −α2(γij∂j lnα+ γijΓijk) (Harmonic shift) . (9.18)

9.1.4 Bona-Masso & 1+log slicings

A general evolution equation for the lapse was proposed by Bona et al. (1996)

Lmα = −α2f(α)K (Bona-Masso slicing) (9.19)

where f(α) is an arbitrary function. Possible choices are:

f(α) := 0 , Geodesic slicing (9.20a)

f(α) := 1 , Harmonic slicing (9.20b)

f(α) :=
2

α
, 1+log (9.20c)

1 At the horizon the lapse is asymptotically α = 3
√

3/16 ≈ 0.32 (Reimann and Bruegmann, 2004)
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The 1+log formula has been proposed by Bernstein and Anninos et al. (1995). For zero shift it can be integrated:

(∂t − Lβ)α = −2αK = ∂t ln γ − 2Diβ
i ; βi ≡ 0 ⇒ ∂tα = ∂t ln γ (9.21a)

α = 1 + ln γ (1+log slicing and zero shift) (9.21b)

Example 9.1.4. Stationary 1+log foliations of Schwarzschild have been studied by Hannam et al. (2007); Brown
(2008); Hannam et al. (2008) both numerically and analytically with a method similar to the one presented above for
maximal foliations. One of the results is an implicit expression for the lapse very similar to the one for maximal
slicing:

α2 = 1− 2M

R
+
C2

R4
eα (1+log slicing) , (9.22)

compare to α2 = 1− 2M

R
+
C2

R4
(Maximal slicing) (9.23)

In the case of 1+log slicing the constant C can be determined by demanding the regularity of the derivative α′(R); one

finds C =
√

2(
√

10 + 3)3/2e(3−
√

10)/2M2/16 ≈ 1.2467M2. The solution is similar to the maximal slice trumpet, and
has the throat (root of α2(R) = 0) located at R ≈ 1.31241M and the horizon at α ≈ 0.3761.

The 1+log slicing has singularity avoiding properties and it is the slicing choice adopted in the BSSN scheme
for the evolution of Bowen-York punctures as well as for the neutron star and gravitational collapse simulations (see
Sec. 9.3 below).

9.2 Spatial gauge

Consider a gravitational collapse simulation with a singularity avoiding slicing and zero shift. Along the evolution,
the slices can become very distorted due to the lapse collapse in strong field regions and the fields on Σt can develop
large spatial gradients. As the collapse proceed, more grid points would be needed to resolve such gradients. In black
hole simulations with βi ≡ 0 one also observers that the coordinate area of the apparent horizon grows. The above
points suggests the necessity of a spatial gauge that “minimizes spatial distortion”. Minimal spatial distortions can
be achieved by deriving appropriate elliptic eqs for shift vector. For computational efficiency and to work with free-
evolution schemes, various “drivers” replacing the elliptic with parabolic or hyperbolic equations have been developed,
e.g. (Balakrishna et al., 1996).

Current binary black-hole simulations employ the hyperbolic gamma-driver shift as a key element for moving the
Bowen-York punctures (with 1+log slicing). The gamma-driver shift is also crucial to handle singularity formation
during gravitational collapse (see Sec. 9.3).

9.2.1 Minimal distortion

Define the distortion tensor as the symmetric, traceless tensor Σij given by

Qij := ∂tγij = −2αKij + Lβγij (9.24)

Σij := Qij +
1

3
Qγij = −2αAij + (Lβ)ij = Ψ4∂tγ̃ij . (9.25)

An equation for the shift can be found by minimizing the functional

I[βi] :=

∫
Σt

ΣijΣ
ij√γd3x =

∫
Σt

[4α2AijA
ij + 4αAij(Lβ)ij + (Lβ)ij(Lβ)ij ]

√
γd3x (9.26)

w.r.t to βi while holding all the other fields fixed.

δI[βi] = 2

∫
Σt

Σij(Lβ)ij
√
γd3x = 2

∫
Σt

Σij(D
iδβj +Djδβi − 2

3
Dkδβ

kγij︸ ︷︷ ︸
=0 ⇐ Σijγij=0

)
√
γd3x (9.27)

= 2

∫
Σt

Σij(D
iδβj +Djδβi)

√
γd3x = 4

∫
Σt

ΣijD
iδβj
√
γd3x (Σij symmetric) (9.28)

= 4

∫
Σt

Di(Σijδβ
j)
√
γd3x− 4

∫
Σt

DiΣijδβ
j√γd3x = 4

∫
∂Σt

Σijs
jδβi
√
qd2y︸ ︷︷ ︸

=0 ⇐ δβi|∂Σt=0

−4

∫
Σt

DiΣijδβ
j√γd3x (9.29)

Hence, setting δI[βi] = 0 implies
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DiΣij = 0 ⇔ ∆Lβ
i = 2Dj(αA

ij) = 16παP i +
4

3
αDiK + 2AijDjα (Minimal distortion shift). (9.30)

The minimal distortion condition reduces to an elliptic eq for the shift vector in terms of the conformal vector
Laplacian associated to the 3-metric. Properties:
• The distortion tensor is identically zero if ∂t is a Killing vector. The minimal distortion gauge is thus satisfied

by stationary spacetimes in adapted coordinates.
• In the weak-field limit the minimal distortion gauge includes the TT gauge of linearized gravity (Smarr and

York, 1978b).

Remark 9.2.1. An alternative derivation of the minimal distortion gauge starts from the decomposition of Σij into a
transverse-traceless (TT) and a logitudinal (L) part, similarly for what done for the CTT eqs. Then since the TT part
is divergence free, DiΣij = DiΣTT

ij +DiΣL
ij = DiΣL

ij, and one obtains Eq. (9.30) by demanding that the divergence of
the L part vanishes.

An approximate form of the minimal distortion gauge is

0 = DiΣij = Di(Ψ4∂tγ̃ij) = D̃i(Ψ6∂tγ̃ij) ≈ D̃i(∂tγ̃ij), (9.31)

The equation reduces to an elliptic equation for the shift in terms of the conformal vector Laplacian associated to
the conformal metric. Shibata (1999) proposed to further simplify the shift equation by substituing the conformal
vector Laplacian relative to the flat metric fij . The gauge condition was used in the first binary neutron star merger
in general relativity (Shibata and Uryu, 2000).

9.2.2 Gamma freezing & drivers

The gamma-freezing condition is a minimal-distortion condition in the form (Alcubierre and Brügmann, 2001)

0 = Dj ˙̃γij = ∂tDj(γ̃ij) (9.32a)

= ∂t(∂j γ̃
ij + F ijkγ̃

jk + F jjk︸︷︷︸
= 1

2∂k ln f= 1
2∂k ln γ̃

γ̃ik) = ∂t(∂j γ̃
ij + Γ̃iij γ̃

jk + (F ijk − Γ̃ijk)γ̃jk +
1

2
∂k ln γ̃︸ ︷︷ ︸
=Γ̃jjk

γ̃ik) (9.32b)

= ∂t(∂j γ̃
ij + Γ̃iij γ̃

jk + Γ̃jjkγ̃
ik︸ ︷︷ ︸

=D̃j γ̃ij=0

+(F ijk − Γ̃ijk)γ̃jk) = −∂tΓ̃i , (9.32c)

where
Γ̃i := −DjΓ̃ij = (Γ̃ijk − F ijk)γ̃jk . (9.33)

Note that the Dj and ∂t derivatives commute since the background metric f is time independent. Taking the flat
divergence of the evolution equation for ˙̃γij and combining it the momentum constraint, the gamma-freezing reduces
to an elliptic equation for the shift:

∂tΓ̃
i = 0 (Gamma-freeezing shift) ⇒ (9.34a)

γ̃jkDjDkβi +
1

3
γ̃jiDjDkβk +

2

3
Γ̃iDkβk − Γ̃kDkβi + βkDkΓ̃i (9.34b)

= 2α[8πΨ4P i − Ãjk(Γ̃ijk − F ijk)− 6ÃijDj ln Ψ +
2

3
γ̃ijDjK] + 2ÃijDjα

Gamma-driver conditions have been proposed to replace the above elliptic equation with parabolic or hyperbolic
equations (Alcubierre et al., 2003):

∂tβ
i = k∂tΓ̃

i (Parabolic gamma-driver) (9.35a)

where k > 0 is an arbitrary function. Since ∂tΓ̃
i ∼ γ̃jk∂j∂kβ

i + ..., the equation is parabolic; its “relaxed”
(t→∞) solution approximate the gamma-freezing shift. Alternatively, the gamma-freezing gauge can be replaced by
a hyperbolic equation
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Figure 9.1: Evolution of a single puncture of ADM mass M = 1 with different gauges and the Z4c scheme. The left
panel show the trace of the curvature blowing up as the observer at M/2 approaches the singularity. The middle panel
show the lapse collapse; the simulation crashes shortly after t = 8. The right panel demonstrates stable evolutions;
the fields at t ≈ 25 reach a stationary state. Grid resolution is h = 0.005 for geodesic gauge and h = 0.1 otherwise.
The initial 1+log lapse is taken as α = Ψ−2.

∂ttβ
i = k∂tΓ̃

i − (η − ∂t ln k)∂tβ
i (Hyperbolic gamma-driver) (9.36a)

where η > 0 is an arbitrary function entering a damping term. An equivalent first-order system of the hyperbolic
gamma-driver (for k time-independent) is {

∂tβ
i = kBi

∂tB
i = ∂tΓ̃

i − ηBi .
(9.37)

Integrating the last equation leads to a simplified first-order equation van Meter et al. (2006); Gundlach and Martin-
Garcia (2006)

∂tβ
i = µSΓ̃i − ηβi + βj∂jβ

i , (9.38)

with µs is a function setting the characteristic speed.
The hyperbolic gamma-driver shift is a standard choice to handle puncture spacetimes in combination with the

1+log slicing and the BSSN or Z4c schemes. For binary black holes simulations in the puncture framework it is the
key ingredient for the “moving puncture” technique Baker et al. (2006); Campanelli et al. (2006). Moreover, it is used
in binary neutron star mergers and supernova core-collapse to handle black hole formation.

Remark 9.2.2. The functions k and η are often set as constants in simulations after numerical experiments. Compact
binaries and gravitational collapse simulations often employ k ∼ 0.75− 1 and η ∼ 1/M where M is the ADM mass of
the system.

9.2.3 Dirac gauge

The Dirac (1959) gauge (See also (Smarr and York, 1978a; Bonazzola et al., 2004))

0 = Γ̃i = Dj(γ̃ij) (Dirac gauge) , (9.39)

implies gamma-freezing gauge if enforced at all times. It translates into an elliptic equation for the shift, which is
precisely Eq. (9.34a) with Γ̃i = 0. It is used in a fully constraint schemes for 3+1 GR in which the number of elliptic
equations are maximized, leaving only with two hyperbolic equations corresponding to the gravitational-wave degrees
of freedom (Bonazzola et al., 2004).

Remark 9.2.3. Differently from the spatial gauge conditions discussed above the Dirac gauge completely fix the spatial
coordinates xi on the slice. The other spatial gauges discussed so far leave the freedom of choosing xi and constrain
the way these coordinate propagates from one slice to the next.

9.3 Role of 1+log and Gamma drivers in simulations

9.3.1 Single black hole

Consider Bowen-York puncture initial data for a single black hole (nonspinning, unboosted).
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Figure 9.2: Penrose diagram for different slicings. Top-Left: analytical stationary 1+log slices of Example 9.1.4 with
trumpet R ≈ 1.31M . Top-Right: analytical stationary 1+log slices of Example 9.1.4 and numerical evolution starting
at t=-40M. Bottom-Left: numerical evolution with 1+log and β ≡ 0. The numerical slicing is different from the
stationary 1+log slice, in particular it is symmetric about v. Bottom-Right: numerical evolution with 1+log and
Γ-driver shift. The slicing is the same as the one on the left but grid points cover only part of it. Figures from
Hannam et al. (2007).

In the Kruskall diagram with coordinates (u, v) the initial slice Σ0 is the v = 0 slice in region I and III. Σ0 is
nonstationary and its 3+1 time-evolution depends on the choice of the lapse. Any spacelike slice, in particular, can
be evolved into a time-independent slice if lapse and shift are choosen such that ta = αna + βa coincides with the
timelike vector field of the spacetime.

Remark 9.3.1. The choice of shift does not affect the slicing. The shift determines how spatial coordinates are carried
from one slice to the next one. In a simulation, in which space is discretized by a grid, the shift tells how the grid
points change from the current to the next slice.

Considering the directions of the future-pointing timelike Killing vector in the Kuskall diagram, one realizes that,
if α > 0, it is not possible to construct a foliation that is (i) stationary (ii) extends from region I to III, fig (Cf.
discussion in Chap. 8 about CST solution for one BH).

Questions:

(i) How does Σ0 evolve with 1+log slicing?
(ii) Does Σ0 evolves to the trumpet slice of Example 9.1.4?
(iii) What is the role of shift during a simulation? (In particular for zero shift and Γ-driver cases)

Zero shift case. Observations:

(a) Σ0 is symmetric under reflections about the v, i.e. the metric γij is invariant under u 7→ −u.
(b) The spatial geometry in region III is identical to the one in region I
(c) If one chooses a symmetric lapse α(t = 0), then the geometry must remain symmetric during the time evolution

From the above considerations one would concludes that Σ0 cannot evolve to the trumpet geometry, as shown in
Fig. 9.2.

Problem: numerical experiments suggest Σ0 evolutions with 1+log and Γ-driver shift asymptotically reach to (i)
a quasi-stationary state (ii) very close to trumpet soluton, e.g. (Hannam et al., 2007).
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Γ-driver shift case. Consider the numerical experiments of Brown (2008); Hannam et al. (2008) and imagine the
space covered by an uniform radial grid. Observations:

(a) Initially the grid points are not uniformly distributed in u, but they are uniform in the radial coordinate r. The
shift is initially zero βr = 0.

(b) During the evolution the curvature and βr get large value close to the puncture r ∼ 0; thus, the Γ-driver pushes
the coordinate points from region III to region I of the Kruskall diagram. Since

β̇r ∼ µSΓ̃ , (9.40)

that can happen very quickly if one chooses µS = 1 (speed of light) or a faster function for α→ 0 (superluminal).
(c) Σ0 evolves quickly to a slice that in region I and II is close, but different, to the stationary slice. However, the

shift evolution pushes the grid points from region III to region II; region III is not anymore resolved after some
evolution time.

The experiments are illustrated in Fig. (9.2). During the numerical evolution the spacetime inside the horizon is not
resolved, the slice is effectively covered by grid points only in region II and I. Comparing to numerical techniques that
excise the inner region of the BH, the puncture gauge choice is simpler and effective; sometimes it is refreed as natural
excision (see also discussion in (Alcubierre et al., 2003)).

9.3.2 Gravitational collapse

Consider now gravitational collapse in spherical symmetry. That is a different situation from above since the initial
slice does not extend from region III to region I: it is a regular slice from r = 0 to the matter radius and Schwarzschild
in the exterior of the matter distribution. However, the role of the 1+log lapse and Γ-driver shift is similar to the
puncture and crucial for successful simulations.

As the collapse proceeds α → 0 and when the horizon is formed (α ≈ 0.3) the shift vector pushes the grid points
to larger proper radii effectively underresolving region II. The simulation reaches a stationary slice identical to the
numerical trumpet of Sec. 9.3.1 in region II and I.

This behaviour also explain why in puncture gauge simulations the matter is observed to “disappear” once the
horizon forms. The rest-mass is a conserved quantity and cannot change even if the matter flows into the horizon
(See Chap. 11). However, if the shift removes grid points from region II, the matter is unresolved on the grid.

The experiments are illustrated in Fig. (9.2), see (Thierfelder et al., 2011; Dietrich and Bernuzzi, 2015) for more
discussions. Note that zero shift βr ≡ 0 is not sufficiently robust to simulate the star collapse and the subquent black
hole evolution, even in spherical symmetry.
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Figure 9.3: Spacetime diagram for a spherically symmetric collapsing star in moving puncture spherical coordinates.
Γ-driver parameters are µS = 1 (Left) µS = α2 (Right). The second choice makes the shift slower but the simulations
crashes shortly after. The horizontal blue lines are lines of constant coordinate time. The thick red line denotes the
apparent horizon.The vertical blue lines are lines of constant Schwarzschild radius R = const which values are on top
of the lines. The shaded green area bounded by the thick green lines shows the region of the matter; note that the
rest-mass is conserved if region II is better resolved. Figure from Thierfelder et al. (2011).
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10. Hyperbolic free-evolution schemes

In this lecture the two most popular free-evolution scheme for EFE employed in astrophysical applications are de-
scribed. Focus is on the reduction of the equations to strongly hyperbolic form, the condition under which the Cauchy
problem is well-posed. The concept of hyperbolicity and its relation with well-posedness of the Cauchy problem are
summarized in Appendix A.

Suggested readings. Chap. 2.6-2.9 of Alcubierre’s book; Chap. 4 of Baumgarte’s lecture notes (Book’s Chap. 2,
11); Chap. 10 of Gourgoulhon’s lecture notes.

10.1 Free-evolution schemes for EFE

The most common approach for (3+1)D simulations is free-evolutions: once specified the initial slice at t = 0 by
solving the constraints, one solves the Cauchy problem associated to the 3+1 evolution EFE in order to compute the
spacetime at successive times. The approach is justified since, up to numerical errors, the constrains remain satisfied
at t > 0.

The free-evolution approach requires to develop 3+1 schemes for EFE that admit a well-posed Cauchy problem
or IVP. To this aim the evolution equations must be written in symmetric or strongly hyperbolic form in order to
exploit the following

Theorem 10.1.1. A strongly hyperbolic PDE system admits a well-posed Cauchy problem (IVP).

See Chap. 3 for our operative/generic definition of well-posedness and Appendix A for a short review of hyper-
bolic equations and well-posedness of the Cauchy problem. For the time being, the operative definition of strong
hyperbolicity that we adopt is:

Definition 10.1.1. A second-order system of PDEs is strongly hyperbolic iff the principal part (highest derivatives)
is in the form �gu ' 0.

We discuss below two formulations for free-evolutions: the generalized hamornic gauge (GHG) and the BSSNOK
scheme. Those are the schemes in use for most of the astrophysical applications, in particular
• The GHG scheme with constraint damping terms was used by Pretorius (2005) for the binary black hole (BBH)

breaktrhough.
• The GHG in first-order symmetric hyperbolic form is currently the preferred scheme for implementations based

on pseudo spectral methods (SpEC code - SXS collaboration, bamps code - Jena/CoRe collaboration).
• The BSSNOK scheme was used for the moving puncture BBH breaktrhough (Baker et al., 2006; Campanelli

et al., 2006) and it is the standard scheme employed for black hole evolutions with that technique (1+log and
gamma-driver gauge) and finite-differencing–based numerical techniques.

• The BSSNOK scheme with 1+log and gamma-driver gauge is also the most popular scheme for simulations of
compact binaries with matter or gravitational collapse (supernovae explosion).

• Closely related to the BSSNOK, the Z4c scheme proposed by Bernuzzi and Hilditch (2010); Hilditch et al. (2013)
based on the Z4 formulation improves the Hamiltonian constraint violation by using an additional equation that
propagates and damps the constraint (θ̇ = ... in Eq. (5.39c)). Thanks to this property, Z4c is prefereed to
BSSNOK for matter evolutions, e.g. (Reisswig et al., 2013; Hotokezaka et al., 2013)

Remark 10.1.1. There exist other approaches to the evolution problem in GR. One possibility is to consider the
spacetime foliated by null hypersurfaces (instead of spacelike). This approach, also known as characteristic approach,
is optimal for the description of radiation and asymptotic fields (e.g. boundary conditions at null infinity) but brings
in difficulties in the description of the strong-field region (caustics). See Winicour (2009) for a review. A second
possibility is to consider spacetime foliations that are spatial everywhere but reach null infinity; they are called hyper-
boloidal hypersurfaces. Adopting a conformal decomposition of the 4-metric, gab = Ω2g̃ab in which Ω = 0 represents
null-infinity, Friedrich (1986); Friedrich and Nagy (1999) has derived regular and symmetric hyperbolic equations
scheme for the conformal variables defining a well-posed IVP ( conformal approach, see also Zenginoğlu (2008)). The
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hyperboloidal approach has several advantages w.r.t the spacelike approach (boundary considtions, extraction of radia-
tion, etc) but astrophysical applications in (3+1)D are not yet possible due to the limited developments/knowledge of
gauge conditions, scri-fixing techniques, and initial data.

10.2 Generalized Harmonic Gauge (GHG) scheme

EFE in vacuum are Rab = 0 with the Ricci tensor given by

Rab = −1

2
gcd∂c∂dgab +∇(aΓb)︸ ︷︷ ︸

principal part

+gcdgef (∂egca∂fgdb − ΓaceΓbdf ) , (10.1)

where

Γa := gbcΓabc , ∇aΓb = ∂aΓb − gcdΓcabΓd . (10.2)

Enforcing the condition
Γα ≡ 0 , (Harmonic gauge, HG) (10.3)

leads to a manifestly symmetric hyperbolic system of 10 eqs and the 4 constraints:

�ggαβ := gγδ∂γ∂δgαβ = 2gγδgσρ(∂σgγα∂ρgδβ − ΓαγσΓβδρ) (HG scheme) (10.4a)

Cα := (Rαβ −
1

2
gαβR)nβ = 0 (HG constraints) (10.4b)

Verify the condition above corresponds to a harmonic choice of the coordinates:

0 = �xµ = gαβ∇α∇βxµ = gαβ∇α(∂βx
µ) = gαβ [∂α(∂βx

µ︸ ︷︷ ︸
δµβ

)− ∂γxµ︸ ︷︷ ︸
δµγ

Γγαβ ] = 0− gαβΓµαβ = −Γµ . (10.5)

In the generalized harmoinic gauge formulation (Friedrich, 1985; Garfinkle, 2002) one introduces the 4 functions

Γa ≡ Ha , (Generalized harmoinic gauge, GHG) (10.6)

that are either prescribed or the solution of some symmetric hyperbolic gauge equations. Also in this case the resulting
evolution system is manifestly symmetric hyperbolic. Taking Ha as a given function, one can define the algebraic
constraint

Za := Ha − Γa , (10.7)

and write the EFE as the equivalent system:

R̄ab := Rab −∇(aZb) = 0 , and Za = 0 . (10.8)

The Bianchi identities guarantees that GHG gauge is maintained along the evolution if initially Za = Ża ≡ 0 because
the algebraic constraint evolves according to a linear wave equation:

R̄ := gab(Rab −∇(aZb)) = R−∇dZd = 0 (10.9a)

0 = ∇a(R̄ab −
1

2
R̄gab) = ∇aRab −

1

2
gab∇aR︸ ︷︷ ︸

=0 Bianchi identities

−1

2
∇a∇aZb +

1

2
(−∇a∇bZa)︸ ︷︷ ︸

=+∇b∇aZa−RcbZc

+
1

2
gab∇a∇dZd (10.9b)

= −1

2
∇a∇aZb +

H
HHHH

1

2
∇b∇aZa +

1

2
RbcZ

c −
H

HHHH

1

2
∇b∇aZa (10.9c)

= C
CC

1

2
∇a∇aZb + C

CC

1

2
RbcZ

c = �gZb +RbcZ
c . (10.9d)

The above eq is the same as the Z4 system. Indeed the Z4 system is equivalent to GHG if the Za is specified as in
Eq. (10.7), i.e. the algebraic constraint enforcing the condition Eq. (10.6). In general, the vector Za can be evolved
in the Z4 scheme and one can add further equations for the lapse and shift.

A first order GHG formulation was proposed by Alvi (2002); Lindblom et al. (2008). Using 3+1 adapted coordi-
nates, it reads

Παβ := −nσ∂σgαβ , Φiαβ := ∂igαβ , u := (gαβ ,Φiαβ ,Παβ) (10.10a)

∂tu+Ak(u)∂ku = s(u) (10.10b)
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Principal part: 
∂tgαβ − βk∂kgαβ ' 0

∂tΠαβ − βk∂kΠαβ ' 0

∂tΦiαβ − βk∂kΦiαβ + α∂iΠαβ ' 0

(10.10c)

Note the symbol “'” used for “principal part”; it will be used again below with the same meaning.

Remark 10.2.1. The GHG first order formulation of Alvi (2002) can produce shocks since is not a linearly degenerate
hyperbolic system. For example the (0i)-component is

∂tβ
i − βk∂kβi ' 0 , (10.11)

which is a Burger-like eq. Moreover the constraint

Ciαβ := ∂igαβ − Φiαβ (10.12)

drives some numerical instability. The formulation by Lindblom et al. (2008) is linearly degenerate and improves the
stability of the constraint Ciαβ. It is obtained by adding the constraint Ciab in a way proportional to free parameters
γi i = 1, 2, 3 and carefully choosing the latter.

10.3 ADMY to BSSNOK

The evolution ADMY equations (Eq. (4.34) and Eq. (5.15)) are a strongly hyperbolic system under the conditions

(i) the shift is a prescribed
(ii) the lapse belongs to the Bona-Masso family or the densitized lapse ᾱ = α/

√
γ is prescribed

(iii) the momentum constraint is identically satisfied along the evolution.

The result above can be found by explicit constructing the eigenfields (rather then a symmetrizer, see Appendix A)
as discussed in detail in Alcubierre’s book. While the possibility of specifying the gauge, at least in a certain class, is
a desiderable property of the ADMY scheme (the GHG scheme does not have this possibility), the conditions above
are too restrictive to guarantee well-posedness of a free-evolution scheme. In particular, it is unclear how to enforce
the condition (iii) in numerical applications. If (iii) is dropped the ADMY scheme is weakly hyperbolic (has real
eigenvalues but no well-posedness results apply).

Strongly hyperbolic formulations based on ADMY can be found following similar ideas to those presented for HG
(Shibata and Nakamura, 1995; Baumgarte et al., 1999). Combine Eq. (4.34) with Eq. (5.15) (or Eq. (5.34a) with
Eq. (5.34b)) and consider the principal part of the differential operator (say in Cartesian coordinates):

∂ttγij ' −2αRij ' ∆γij + γik∂j∂lγ
kl + γjk∂i∂lγ

kl ; (10.13)

without the blue terms the r.h.s. would reduce to the Laplace operator and hyperbolicity would be manifest. A way
to proceed is to define the auxiliary variable

fk := ∂lγ
kl , (10.14)

and find an evolution equation for fk without specifying the gauge. Considering that

∂tf
k = ∂t∂lγ

kl = ∂l∂tγ
kl ' ∂lKkl ∼ Ck , (10.15)

the natural way to obtain the new equation is to use the momentum constraint. The time derivative of the auxliary
variable becomes then proportional to the momentum constraint. Note the similarity to the Z4 formulation and in
particular to Eq. (5.39d). The approach discussed above is essentially the one started in Nakamura et al. (1987) and
employed by various authors, including the scheme of Nagy et al. (2004) (NOR).

The BSSNOK (Shibata and Nakamura, 1995; Baumgarte et al., 1999) scheme apply this idea to the conformal
ADMY equations. The conformal Ricci is

R̃ij = DkC̃kij − C̃kilC̃lkj ' −
1

2
γ̃kl
(
DkDlγ̃ij + γ̃ikDjDlγ̃kl + γ̃jkDiDlγ̃kl

)
(10.16)

with C̃kij := Γ̃kij − F kij =
1

2
γ̃kl (Diγ̃lj +Dj γ̃il −Dlγ̃ij) . (10.17)

Suggesting the definition of the auxiliary conformal variables

Γ̃i := −DjΓ̃ij = (Γ̃ijk − F ijk)γ̃jk . (10.18)
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Note this is precisely the variable of gamma-freezing gauge and drivers. An equation for Γ̃i can be found be taking
the divergence of the ∂tγ̃ij equation and combining it (blue term) with the momentum constraint (blue equation):

−∂tΓ̃j = ∂t(Diγ̃ij) = Di(∂tγ̃ij) = Di(−2αÃij − 2

3
D̃kβ

kγ̃ij)−Di(Lβ γ̃ij) (10.19a)

= −2αDiÃij − 2ÃijDiα−
2

3
D̃kβ

k Diγ̃ij︸ ︷︷ ︸
=−Γ̃j

−2

3
γ̃ijDi(D̃kβ

k)−Di(Lβ γ̃ij)⇒ (10.19b)

LmΓ̃i =
2

3
D̃kβ

kΓi + γ̃jkDjDkβi +
1

3
γ̃ijDjDkβk − 2(αDjÃij + ÃijDjα) (10.19c)

DjÃij = −C̃ijkÃjk − 6ÃijD̃j ln Ψ +
2

3
D̃iK + 8πΨ4P i (Mom.constraint) (10.19d)

Collecting together all the equations [cf. Eq. (6.25),Eq. (6.26),Eq. (6.43a),Eq. (6.43c)]

BSSNOK evolution eqs:

LmΨ =
1

6
Ψ
(
D̃iβ

i − αK
)

(10.20a)

Lmγ̃ij = −2αÃij −
2

3
D̃kβ

kγ̃ij (10.20b)

LmK = −Ψ−4
(
D̃iD̃

iα+ 2D̃i ln ΨD̃iα
)

+ α

[
4π(E + S) + ÃijÃij +

K2

3

]
(10.20c)

LmÃij = [... as in Eq. (6.43c) ...] (10.20d)

LmΓi =
2

3
DkβkΓ̃i + γ̃jkDjDkβi +

1

3
γ̃ijDjDkβk − 2ÃijDjα (10.20e)

− 2α

(
8πΨ4P i − ÃjkC̃ijk − 6ÃijDj ln Ψ +

2

3
γ̃ijDjK

)
Algebraic constraints:

d := γ − f = 0 , Ã := γ̃ijÃij = 0 , Ai := Γi +Dj γ̃ij = 0 (10.20f)

Constraints:

D̃iD̃
iΨ− 1

8
R̃Ψ +

(
1

8
ÃijÃij −

K2

12
+ 2πE

)
Ψ5 = 0 (10.20g)

D̃jÃij + 6ÃijD̃
j ln Ψ− 2

3
D̃iK − 8πPi = 0 (10.20h)

Equations (or a prescription) for the lapse and shift must be added to the BSSNOK eqs. Gundlach and Martin-
Garcia (2006) have proven strong hyperbolicity for a class of gauges that include 1+log lapse and gamma-driver shift
(excluding certain values of the parameters entering those equations).

Note that

γ̃ = f ⇒ C̃kik =
1

2
∂i ln γ̃ − 1

2
∂i ln f = 0 , (10.21)

R̃ ' DkΓ̃k (10.22)

In cartesian coordinates the expressions simplify significantly since

F kij ≡ 0 , C̃kij = Γ̃kij , Di = ∂i . (10.23)

Remark 10.3.1. For applications involving punctures (either movement or formation) the conformal factor Ψ is
often substituted with the variables φ = ln Ψ or χ = Ψ−4 = exp (−4φ) or W = exp (−2φ), because Ψ ∼ 1/r is singular
at the puncture. The new variables have weaker or no singularity at the puncture; but the new equations are in some
cases singular, e.g. they contain terms ∝ χ−1. In the simulations these terms are experimentally found to be not
problematic, a floor is sometimes applied in the implementations.
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11. Relativistic hydrodynamics

This lecture introduces general relativistic hydrodynamics focusing on the properties of perfect fluids, their symmetries
and on the conservative formulation of the equations.

Suggested readings. Gourgoulhon (2006)’s introduction on relativistic hydrodynamics; Chap. 7 of Alcubierre’s book;
Chap. 10 of Baumgarte’s lecture notes (Book’s Chap. 5,15); Marti and Müller (1999) and Font (2007) Living Review
Relativity.

11.1 3+1 decomposition of local energy conservation

Bianchi identities imply the local (divergence form) conservation law for the stress-energy tensor

∇aT ab = 0 . (11.1)

Given the 3+1 decomposition of the spacetime the stress-energy tensor is decomposed as (Sec. 5)

Tab = Sab + 2n(aPb) + Enanb = Sijγ
i
aγ
i
b + naγ

i
bPi + nbγ

i
aPi + Enanb , (11.2)

where
E matter energy density measured by the Eulerian observers;
Pa matter momentum density measuredby the Eulerian observers;
Sab matter stress-energy projection onto the Σt.

Projections of Eq. (11.1):

nb∇aT ab = 0 ⇒ LmE = −α(DiP
i −KE −KijS

ij)− 2P iDiα (11.3a)

γca∇bT bc = 0 ⇒ LmPi = −αDjS
j
i − SijD

iα+ αKPi − EDiα . (11.3b)

The above eqs express energy and momentum conservation as observed by Eulerian frames. They can be easily
derived by inserting Eq. (11.2), writing explicitely the projectors, and considering (i) orthogonality conditions, (ii)
definitions of Lie derivative and extrinsic curvature (and notably Eq. (4.31) and Eq. (4.38)). For example the divergence
and derivative of a spatial vector (tangent to Σt) is

DaP
a = γab γ

b
c∇aP c = γac∇aP c = (δac + nanc)∇aP c = ∇aP a − P anc∇cna = ∇aP a − vaDa lnα (11.4a)

γban
c∇cPb = α−1γbam

c∇c = α−1γba(LmPb − Pd∇bmd) = α−1LmPa +KadP
d (11.4b)

Similarly, for the spatial tensor Sab

DbS
b
a = γceγ

e
fγ

g
a∇cSfg = γcfγ

g
a∇cSfg = γga(δcf + ncnf )∇cSfg = γga∇cScg + γgan

cnf∇cSfg (11.5a)

= γga∇cScg − γgaSfg nc∇cnf = γga∇cScg − SfaDf lnα

na∇bSba = −Sba∇bna = Sba(Ka
b +Da lnαnb) = KabS

ab . (11.5b)

The Newtonian limit is taken using

γij 7→ fij , Di 7→ Di , Kij 7→ 0 , α 7→
√

1 + 2φ ≈ 1 + φ , βi = 0 , |Sij | � E (v2 � c2) , (11.6)

and gives the conservation of energy-momentum with the gravitational field source term:

∂tE +DiP i = −2P iDiφ (11.7a)

∂tPi +DjSji = −EDiφ . (11.7b)

Note the momentum density P i in the first equation corresponds to the energy flux.
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11.2 Perfect fluid

Consider a continuum medium characterized by
ua 4-velocity field, velocity of the fluid element at each point of the spacetime (normalized)
p scalar field describing the isotropic pressure in the fluid’s frame.

The perfect fluid model for the matter is defined by the stress energy tensor

Tab = (e+ p)uaub + pgab = euaub + p(uaub + gab) , (11.8)

where

Tabu
aub = e uaubu

aub︸ ︷︷ ︸
=(−1)(−1)

+p(uaubu
aub + gabu

aub︸ ︷︷ ︸
(−1)(−1)+(−1)=0

) = e =: ρ(1 + ε) (11.9)

is the energy density in the fluid’s frame usually written in terms of the rest-mass density ρ and the internal energy
density ε. A way to understand this notation is to consider the fluid as the continuum limit of some particle species,

say baryons. If m
(A)
b is the mass of baryon species A and nA its number density, eint is the internal energy containing

the kinetic and potential energy of the particles, then restoring the speed of light c one has

e =
∑
A

m
(A)
b nA︸ ︷︷ ︸
ρ

c2 + eint︸︷︷︸
ρεc2

. (11.10)

In the nonrelativistic regime the total energy density reduces to the rest-mass density and the pressure is a smaller
contribution than the energy density,

e = ρc2(1 + ε) ≈ ρ (v2 � c2) (11.11a)

(e+
p

c2
) ≈ e (v2 � c2) . (11.11b)

An important quantity appearing in many equations is

h := 1 + ε+
p

ρ
(specific enthalpy) ⇒ (e+ p) = ρh . (11.12)

that reduces to h→ 1 in the Newtonian limit.

11.3 Conservation of particle number & simple fluid

Considering the fluid as the continuum approximation of a gas made of many particles and species. From the
microphysics description one must take into account additional equations describing the conservation of the baryon
number, the lepton number, etc. These equations cannot be derived from EFE that do not prescribe the composition
of the matter, and must be added to Eq. (11.1).

Definition 11.3.1. The simple fluid is a fluid composed of a single species of baryon with mass mb.

A gas can be described using the simple fluid model in the following conditions
• Frozen composition and no chemical reactions. The number densities of each particle species is a given fraction

of the total, nA = YAn.
• Thermodynamical equilibrium and high reaction rate. The number density of the species are given by the

equilibrium distribution, nA = Y eq
A (s, n)n

For a simple fluid, the conservation equation or continuity equation for the baryon number n is

0 = ∇a(nua) (Conservation of particle number, simple fluid) . (11.13)

Analogous equations must be added in more complicated situations, eventually taking into account source terms.
Since ρ = mbn, an alternative expression is ∇a(ρua) = 0. For a simple fluid, one further defines the enthalpy per
baryon (Cf. Eq. (11.12))

(e+ p) = nh̄ . (11.14)

11.4 Equation of state (EOS)

The perfect fluid is described by the set of fields

(ui, e, p) or (ui, ρ, ε, p) . (11.15)
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To determine them one must solve the local conservation eqs ∇aT ab = 0 (4 eqs for 5 unknowns) for the first set of
fields, or or the local conservation plus the continuity equation (5 eqs for 6 unknowns) for the second set of fields.
The system of equations must be closed with an equation of state (EOS) describing the thermodynamical properties
of the fluid in the comoving frame.

The fundamental Gibbs equation of thermodynamics

E = E(S, V,NA) , (11.16)

where E is the energy, S the entropy and NA the number of particles, contains all the information about the system
at equilibrium. The first principle of thermodynamics

dE = TdS − pdV +
∑
A

µAdNA , (11.17)

defines the temperature, pressure and chemical potentials

T :=
∂E
∂S

∣∣∣∣
V,NA

, p := − ∂E
∂V

∣∣∣∣
S,NA

, µA :=
∂E
∂NA

∣∣∣∣
V,S,NB 6=A

. (11.18)

Eq. (11.16) is a homogeneous function of the extensive variables, i.e. given a constant λ

E(λS, λV, λNA) = λE(S, V,NA) . (11.19)

For a constant volume, the fundamental equation can be expressed interms of densitized variables taking λ = 1/V ,

E(λS, λV, λNA) = V e(s, nA) , (11.20)

where s := S/V , nA := NA/V and e(s, nA) := E(s, 1, nA).
Further deriving Eq. (11.19) w.r.t λ and then setting λ = 1 and using Eq. (11.18) one obtains the Gibbs-Duhem

relation

∂λE(λS, λV, λNA) = ∂λ[λE(S, V,NA)]

∂E
∂S

S +
∂E
∂V

V +
∑
A

∂E
∂NA

NA = E(S, V,NA)

TS − pV +
∑
A

µANA = E (11.21a)

and its densitized version

Ts− p+
∑
A

µAnA = e (11.21b)

The Gibbs-Duhem relation together with the fundamental equation e = e(s, nA) and the definitions Eq. (11.18) shows
that the pressure field is fully determined by thermodynamics from the set of variables e, s, nA. The thermodynamics
equation specifying the pressure is called the equation of state (EOS) of the fluid.

For a simple fluid,
e = e(n, s) (Simple fluid) (11.22)

and the Gibbs-Duhem relation simplifies to

Ts− p+ µn = e or T s̄+ µ = h̄ , (11.23)

where s̄ is the entropy per baryon. The first principle of thermodynamics Eq. (11.17) for a simple fluid and a constant
volume is

de = Tds+ µdn . (11.24)

The simple fluid EOS is often expressed in one of the following equivalent forms

p = p(n, s) , p = p(ρ, s) , p = p(ρ, ε) . (11.25)

11.5 Equations for relativistic perfect fluids

For a perfect fluid:

∇aT ab = 0 ⇔ [ub∇b(e+ p) + (e+ p)∇bub]ua + (e+ p)aa +∇ap = 0 , (11.26)

where aa = ub∇bua is the acceleration of the vector field ua.
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Consider the projections of Eq. (11.1) along ua and perperdicular to ua. The latter can be carried out with the
projector

P ab = δab + uaub , (11.27)

and in particular P ab aa = ab. One obtains:

ub∇aT ab = 0 ⇒ −∇a(hρua) + ua∇ap = 0 (11.28a)

P ca∇bT bc = 0 ⇒ (e+ p)aa +∇ap+ uau
b∇bp = ρhub∇bua +∇ap+ uau

c∇cp = 0 (Euler equation) (11.28b)

The first equation is immediate from Eq. (11.26) since aau
a = 0; a direct derivation and different expressions are also

given below. The Euler equation is also immediate, and one notices that is of the type “ma = F”. For a constant
pressure fluid p = const the Euler equation reduces to the geodesic equation.

Weak-field limit. Explore the weak-field limit, with metric (again restore c):

ds2 = −(1 +
2φ

c2
)dt2 + (1− 2φ

c2
)fijdx

idxj . (11.29a)

The 4-velocity in global inertial coordinates and for v2 � c2 is

uµ =
1

c

dxµ

dτ
=

1

c
(
dx0

dτ
,
dxi

dτ
) = (

dt

dτ︸︷︷︸
:=u0

,
1

c

dt

dτ

dxi

dt︸︷︷︸
:=vi

) = (u0, u0 v
i

c
) (11.29b)

u0 = [
1

g00
(−1 + vivigij)]

1/2 ≈ 1− φ

c2
+
vjv

j

c2
, (11.29c)

where the second line is obtained from −1 = uµuνgµν expanding at first order in 1/c2. Hence, using

uµ 7→ (1− φ

c2
+
viv

i

2c2
,
vi

c
) , uµ 7→ (−1− φ

c2
− viv

i

2c2
,
vi

c
) , ub∇b 7→ ∂t + vi∂i , e 7→ ρ , h 7→ 1 , (11.29d)

one obtains the Newtonian equations

∂tρ+ vi∂iρ = 0 (11.30a)

∂tv
i + vk∂kv

i +
1

ρ
∂ip+ ∂ip = 0 . (11.30b)

Direct derivation of the u-projection.

0 = ub∇aT ab = ub∇a(hρuaub + pgab) = ub∇a(hρ)uaub + ubhρ∇a(uaub) + ubg
ab∇ap (11.31a)

= ua∇a(hρ)ubu
b︸︷︷︸

=−1

+hρ(ubu
b︸︷︷︸

=−1

∇aua + ub ua∇aub︸ ︷︷ ︸
= 1

2u
a∇a(ubub)=0

) + ua∇ap (11.31b)

= −ua∇a(hρ)− hρ∇aua + ua∇ap (11.31c)

Substituting hρ = (e+ p) one obtains an alternative form:

0 = −ua∇a(e+ Ap)− (e+ p)∇aua +XXXXua∇ap = −ua∇ae− (e+ p)∇aua ⇒ (11.32a)

ua∇ae = −(e+ p)∇aua = −hρ∇aua = +hua∇aρ , (11.32b)

where in the last passage of the last line the continuity equation was used.

11.5.1 Properties of simple fluids

Two key properties of simple fluids that follows from the equations above are:
(i) The simple fluid evolution is adiabatic.
(ii) The entropy per baryon is conserved along fluid lines.

Property (i) follows from combining the u-projection with the 1st law of thermodynamics and then using the
continuity eq:

ua∇ae = −h̄n∇aua

∇ae = T∇as+ µ∇an
∇a(nua) = 0

⇒ 0 = Tua∇a(sua) + µ∇a(nua)︸ ︷︷ ︸
=0

− (T s̄+ µ− h̄)︸ ︷︷ ︸
=0

n∇aua ⇒ ua∇a(sua) = 0 .

(11.33)
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Property (ii) is immediate by combining the continuity equations and (i):

ua∇as̄ = ua∇a
s

n
=

1

n
ua∇as︸ ︷︷ ︸
−s∇aua

− s

n2
ua∇an︸ ︷︷ ︸
−n∇aua

= 0 . (11.34)

If the simple fluid is barotropic,
e = e(n) (Barotropic simple fluid) , (11.35)

the gradient of the pressure and the gradient of the enthalpy satisfy the simple relation

dp = ndh̄ or
dp

e+ p
= d ln h̄ (11.36)

which is immediately found from Eq. (11.24) and e+ p = nh̄.

Remark 11.5.1. For a barotropic fluid the u-projection (energy) equation and the continuity equation are redundant,
Eq. (11.33).

Example 11.5.1. Barotropic simple fluids are model for the cold (T = 0) degenerate matter in white dwarfs and
neutron stars. The above equation is often used to construct neutron star stationary spacetimes in general relativity.

Cartan-Lichnerowicz equation. Lichnerowicz & Cartan developed an elegant geometrical formalism for hydro-
dynamics (See Gourgoulhon (2006) an introduction). The key fields entering the formalism are the momentum 1-form

π := h̄u , in components: πa = h̄ua , (11.37)

and the vorticity 2-form

ω := dπ , in components: ωab = ∂aπb − ∂bπa = ∂a(h̄ub)− ∂b(h̄ua) . (11.38)

The fundamental equation of motion for a simple fluid (equivalent to Euler equation) involving these fields is 1

u · ω = Tds̄ (Cartan-Lichnerowicz equation) (11.39a)

ub
[
∂b(h̄ua)− ∂a(h̄ub)

]
= T∂as̄ (components) (11.39b)

If the simple fluid is barotropic, then s̄ = const and the Cartan-Lichnerowicz equation simplifies to uaωab = 0.
A useful mathematical identity that holds for any p-form ω and vector u is

Luω = u · dω + d(u · ω) (Cartan identity) , (11.40)

which is easily shown for p = 1 by combining the definitions of Lie and exterior derivatives{
Luωa = ub∂bωa − ωb∂aub

(dω)ab = ∂aωb − ∂bωa
⇒ Luωa = −ub(dω)ab + ub∂aωb − ωb∂aub = ub(dω)ba + ∂a(ubωb) . (11.41)

11.6 Symmetries of relativistic perfect fluids

If the spacetime and fluid admit a Killing vector Ka,

Lkg = 0 and Lk(matter field) = 0 . (11.42)

then there exist the following constant of motion:

ua∇a(h̄ubK
b) = 0 ⇒ h̄ubK

b = const , is conserved along fluid lines . (11.43)

The above equation is similar to the geodesic equation but contains h̄, accounting for the fact that the fluid has
pressure.

The result can be easily shown by applying first the Cartan identity to the momentum 1-form π = h̄u, and then
applying the resulting 1-form to the velocity field:

0 = Lkπa = Kbωab +
[
d(h̄ubK

b)
]
a
⇒ (11.44a)

= Kbωabu
a + ua∇a(h̄ubK

b) (11.44b)

= Kb(Tds̄)b + ua∇a(h̄ubK
b) = KbT∇bs̄+ ua∇a(h̄ubK

b) (11.44c)

= TLks̄+ ua∇a(h̄ubK
b) = 0 + ua∇a(h̄ubK

b) . (11.44d)
1See Sec. 6.1, 6.2 and Eq. (6.13), (6.30) of Gourgoulhon (2006).
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Example 11.6.1. In case of axisymmetric flow one can take coordinates (t, r, θ, φ) and write the Killing vector in
those adapated coordinates as Kµ = (0, 0, 0, 1). The conserved quantity is thus

const = hubk
b = huφ . (11.45)

Example 11.6.2. In case of stationary flow the Killing vector in adapted coordinates is Kµ = (∂t)
µ = (c−1, 0, 0, 0),

and the conserved quantity is

const = hubk
b = hut . (11.46a)

For stationary flow, Eq. (11.43) is the relativistic version of the Bernoullli equation

hut ≈ (1 + ε+
p

ρ
)(1 + φ+

1

2
v2) ⇒ (11.46b)

0 = ua∇a(hubK
b) = ua∂a(hubK

a) ≈ u0

c
∂t(hubK

b)︸ ︷︷ ︸
=0

+
vi

c
∂i(hubK

a) ⇒ (11.46c)

0 =
vi

c
∂i(

1

2
v2 + φ+ ε+

p

ρ
) . (11.46d)

11.7 Irrotational flow

Definition 11.7.1. A flow is irrotational iff the vorticity 2-form vanishes ω = dπ ≡ 0.

For an irrotational flow, the momentum 1-form is exact and the velocity field can be obtained from the gradient
of a scalar field called flow potential :

dπ = d(h̄u) = 0 ⇒ π = dΨ ⇒ ua = h̄−1gab∇bΨ . (11.47)

The flow potential satisfies a wave equation{
ua = h̄−1gab∇bΨ
0 = ∇a(nua)

⇒ �gΨ +
h̄

n
∇a
(n
h̄

)
∇aΨ = 0 . (11.48)

Moreover, from the Cartan-Lichnerowicz equation Eq. (11.39a) immediately follows that an irrotational flow is either
isentropic or has T = 0, since

0 = u · ω︸︷︷︸
=0

= Tds̄ ⇒ T = 0 or s̄ = const . (11.49)

Irrotational flow in presence of symmetries has the following property

Given a Killing vector Ka, the Cartan identity Eq. (11.44a) in presence of irrotational flow reduces to Lkπa =[
d(h̄ubK

b)
]
a
, and one obtains

0 = Lkπa =
[
d(h̄ubK

b)
]
a

⇒ h̄ubK
b = const , is an integral of motion (11.50)

i.e. it is global constant (not only on fluid lines, Cf. Eq. (11.43)).

Example 11.7.1. The flow in circular neutron stars binaries is often approximated as irrotational. In that context,
the helical Killing vector Ka = (∂t)

a + Ω(∂φ)a discussed in Chap. 8 gives the integral of motion used to solve the
equations.

Remark 11.7.1. The vorticity 3-form can be associated to a vorticity vector

wa := (4h̄)−1εabcdubωcd = (4h̄)−1εabcdub
[
∂c(h̄ud)− ∂d(h̄uc)

]
(11.51a)

= (4h̄)−1h̄εabcdub (∂cud − uc∂duc) + (4h̄)−1εabcd
(
ubud∂ch̄− ubuc∂dh̄

)
(11.51b)

=
1

2
εabcdub∂cud , (11.51c)

Above εabcd is the totally antisymmetric tensor associated to the metric. Note that waua = 0. The spatial components
reduce to the curl of the 3-velocity in the Newtonian limit, ~w ≈ 1/c∇×~v. The vorticity vector thus make the connection
with the classical fluid mechanics, circulation theorems etc.
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11.8 Conservative form of general relativistic hydrodynamics

The numerical solution of nonlinear hyperbolic equations is best carried on the equations in conservative form (see
Appendix A)

∂tq + ∂iF
i(q) = s(q) , (11.52)

where q is a state vector of variables. Euler equations for classical (Newtonian) hydrodynamics hydrpdynamics are
typically written in conservative form for applications, e.g. (Toro, 1999; LeVeque, 2002). The conservative form of
the relativistic equations is constructed starting from the decomposition Eq. (11.2) of the stress-energy tensor for the
Eulerian observers, (Anile, 1990; Marti et al., 1991; Banyuls et al., 1997; Del Zanna et al., 2007). Note: In this
section P a of Eq. (11.2) is renamed Sa.

Let us consider the relation between the energy density measured by the Eulerian observers and the fluid variables
in the comoving frame

E = nanbTab = nanb(hρuaub + pgab) = hρ(uana︸ ︷︷ ︸
=:W

)2 − p . (11.53)

The quantity W := −uana is the Lorentz factor between the Eulerian and fluid frames. To see this, take a fluid
element at point p ∈ Σt, at a successive time t+ δt the fluid element moves to point q ∈ Σtδt in a proper time in the
fluid frame δτF. Let the proper time measured by the Eulerian observers be δτE, the Lorentz factor is defined by the
expression

δτE = WδτF . (11.54)

The two vectors δτFu and δτEn join the point p with q ∈ Σt+δt and q′ ∈ Σt+δt respectively; their difference is the

spatial vector δs =
−→
qq′,

δτFu
a = δτEn

a + (δs)a . (11.55)

From the equation above one immediately identifies the Lorentz factor by contracting with u

uau
a︸ ︷︷ ︸

=−1

δτF = uan
a︸ ︷︷ ︸

=−W

δτE + ua(δs)a︸ ︷︷ ︸
=0

. (11.56)

Morever one obtains that the fluid 4-velocity decomposes in terms of the vector na and of a vector va tangent to Σt
(spatial) as follows:

ua = W (na + va) (3+1 split of fluid 4-velocity) (11.57)

vi :=
dsi

dτE
=
ui

W
+
βi

α
(Fluid’s velocity relative to the Eulerian observer) (11.58)

Note that
− 1 = uau

a = W 2(nan
a︸ ︷︷ ︸

=−1

+2uav
a︸︷︷︸

=0

+vav
a) ⇒ W = 1/

√
1− vivi = αu0 . (11.59)

Finally, the components of the strees-energy tensor in terms of the fluid quantities in the comoving frame are:

E := nanbTab = hρW 2 − p (11.60a)

Si := −γbincTbc = (e+ p)W 2vi = hρW 2vi (11.60b)

Sij := γci γ
d
j Tcd = hρW 2vivj + pγij . (11.60c)

11.8.1 Continuity equation

Eq. (11.13) in 3+1 language reads

0 = ∇a(ρua) = (−g)−1/2∂a[(−g)1/2ρua] = (−g)−1/2∂t[γ
1/2 αu0︸︷︷︸

=W

ρ] + (−g)−1/2∂i[γ
1/2αuiρ] (11.61a)

= (−g)−1/2∂t[γ
1/2 ρW︸︷︷︸

=:D

] + (−g)−1/2∂i[γ
1/2 αu0︸︷︷︸

=W

ρ (αvi − βi)︸ ︷︷ ︸
=:ṽi

] (11.61b)

The field D := ρW is the rest-mass measured by Eulerian observers; the final form is

∂t(
√
γD) + ∂i(

√
γDṽi) = 0 (Continuity equation) (11.61c)
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Remark 11.8.1. The continuity equation directly implies the conservation of the rest-mass

Mb =

∫
Σ

d3x
√
γD . (11.62)

11.8.2 Energy & Momentum equations

The energy equation is derived from the projection of the local conservation law along n and using Eq. (11.2):

0 = na∇bT ab = ∇b( naT
ab︸ ︷︷ ︸

=−Enb−Sa

)− T ab∇bna = (−g)−1/2∂a[(−g)1/2nbT
ab]− T ab∇bna ⇒ (11.63a)

0 = ∂t(γ
1/2E) + ∂i[γ

1/2(αSi − Eβi)]− αγ1/2T ab∇bna (11.63b)

= ∂t(γ
1/2E) + ∂i[γ

1/2(αSi − Eβi)]− αγ1/2(KijS
ij − Sk∂k lnα) (11.63c)

where in the last line one uses Eq. (4.31) and Eq. (4.38).

∂t(γ
1/2E) + ∂i[γ

1/2(αSi − Eβi)] = αγ1/2(KijS
ij − Sk∂k lnα) (Energy equation) (11.63d)

The momentum equation calculation follows from the spatial projection:

0 = γbj∇aT ab = (−g)−1/2∂a[(−g)1/2T aj ]− 1

2
T ab∂jgab ⇒ (11.64a)

0 = ∂a[(−g)1/2(naSj + γqiSij)]−
1

2
Sik∂jγik + α−1Si∂jβ

i − E∂j lnα (11.64b)

which results in

∂t(γ
1/2Sj) + ∂i[γ

1/2(Sj ṽ
i + pδij)] = γ1/2(

1

2
αSik∂jγik + Si∂jβ

i − S∂jα) (Momentum equation) (11.64c)

Note the source terms do not contain time derivatives of the 3-metric.

Remark 11.8.2. The energy equation is often substituted by an equation for the field τ := E −D. The Newtonian
limit of this variable is

τ = E −D = ρhW 2 − p− ρW ≈ ρε+
1

2
ρv2 . (11.65)

Recall that for a barotropic fluid the energy equation and the continuity equation are redundant.

11.8.3 Conservative variables & Hyperbolicity

The system composed of Eq. (11.61c), Eq. (11.63d), Eq. (11.64c) is in conservative form with

q :=
√
γ(D,Si, τ) (11.66a)

F i := (Dṽi, Sj ṽ
i + pδij , τ ṽ

i + pvi) (11.66b)

s(q) := (0, αγ1/2(KijS
ij − Sk∂k lnα), γ1/2(

1

2
αSik∂jγik + Si∂jβ

i − S∂jα)) (11.66c)

The system is closed by an EOS in the form p = p(ρ, ε).
There exist two distinct set of fields:
• conservatives q =

√
γ(D,Si, τ)

• primitives w = (ρ, vi, ε, p)
Primitives must be calculated numerically from conservatives during the evolution. A common approach valid for a
generic EOS is to search for the root the function f(p) defined by

f(p) := p(ρ, ε)− p , (11.67a)

where the EOS is evaluated on ρ(q, p) and ε(q, p) computed from

vi =
Si

τ + p
, W =

√
1− vivi (11.67b)

ρ =
D

W
(11.67c)

ε =
τ −DW + p(1−W 2)

DW
. (11.67d)
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Note that the derivative of f is a simple expression of the velocity and sound speed c2s:

f ′(p) = v2c2s − 1 . (11.67e)

The system is strongly hyperbolic for causal EOS,

c2s =
∂p

∂e
< 1 . (11.68)

The calculation of characterstic fields, i.e. the diagonalization of the matrices Ai = ∂F i/∂q, is nontrivial due to the
presence of the two sets of fields (primitive/conservative) and of the EOS as closure relation (Anile, 1990; Banyuls
et al., 1997). In Cartesian coordinates and in 1D

λ0 = ṽx = αvx − βx (triple) (11.69a)

λ± =
α

1− v2c2s

[
vx
(
1− c2s

)
± cs

√
(1− v2)[γxx(1− v2c2s)− vxvx(1− c2s)]

]
− βx . (11.69b)

The eigenvalues in the other directions are obtained by indexes permutation. Expressions for the eigenvectors can be
found in e.g. Font et al. (2000); Font (2007).

Special relativistic limit The special relativity limit is easily obtained taking

α 7→ 1 , βi 7→ 0 , ṽi 7→ vi , γij 7→ fij , (11.70)

and one finds a system in conservative form with

q := (D,Si, τ) (11.71a)

F i := (Dvi, Sjv
i + pδij , τv

i + pvi) (11.71b)

s(q) := 0 . (11.71c)

Weak-field limit The Newtonian limit of the special relativsitc equation is obtained taking

v � c , W 7→ 1 +
1

2
v2 , h 7→ 1 , e 7→ ρε+

1

2
ρv2 , (11.72)

In presence of weak gravity the conservative form is the well-known system (Toro, 1999)

q := (ρ, ρvj , e) (11.73a)

F i := (ρvi, ρvivj + pδij , (e+ p)vi) (11.73b)

s(q) := (0,−ρ∂jφ,−ρvi∂iφ) . (11.73c)

Note source terms are given by the gradients of the gravitational potential. The conservative-to-primitive conversion
is trivial in this case.
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A. Hyperbolicity and well-posedness

Short review of hyperbolic equations and well-posedness of the Cauchy problem.

Suggested readings. Chap. 5.1-5.3 of Alcubierre’s book; Hilditch’s lecture notes; Evans (1998).

A.1 Hyperbolic equations

Hyperbolic eqs naturally appears in Cauchy (or initial value, IVP) problems associated to causal theories. The basic
model is the wave equation in second-order form with initial and boundary (if the domain is finite) data specified:

∂ttφ− c2∆φ = 0 , x ∈ Ω (A.1a)

φ(t = 0, x) = b(x) , x ∈ Ω (A.1b)

φ(t, x) = f(t, x) , x ∈ ∂Ω . (A.1c)

The second-order wave equation can be written as a first-order-in-time and second-order-in-space system

∂tφ = Π (A.2a)

∂tΠ = c2∆φ , (A.2b)

where the first equation defines a new variable. This is the form of the 3+1 EFE, as discussed in Sec. 5. The first-order
form of the wave eq is obtained by introducing other variables,

∂tφ = Π (A.3a)

∂tχi = c∂iΠ (A.3b)

∂tΠ = c∂iχ
i , (A.3c)

where χi := c∂iφ; note this definition introduces a constraint. The general (matrix) form for the above system is

∂tu+Ai(u)∂iu = s(u) , (A.4)

where u = (uA) A = 1, 2, ..., N is a state vector for the N fields and Ai(u) = (AiAB) some matrices, that in general
depend on the state vector. Source terms are also introduced. The generalized harmonic system discussed in Sec. 10
can be written in this form.

Example A.1.1. In 1D and assuming a costant coefficient and diagonalizable matrix A ∼ Λ = diagλA (as in the
wave equation), the first order system can be separated in N advection equations for the N characteristic fields wA,

∂tw − λ∂xw = 0 . (A.5)

The solution of each equation is simply a translation (advection) of the initial profile w0(x) along the characteristics
curves dx/dt = λ, i.e. w(t, x) = w0(x − λt). The original solution is given by projecting back the characteristic
waves with the left eigenvetors of A: uA = LABw

B (LAR = R−1AR = Λ). For the wave equation there are two
characteristics: the left and right elementary waves with characteristic speeds λ = ±c.

In general, one can study high-frequency plane waves (Fourier mode) solutions for Eq. (A.4), setting

u = ũk exp (−i(ωt− x · k)) = ũk exp (ik(x · n̂− vt)) , (A.6)

with v := ω/k, and plugging into the equation to find the eigenvalues problem:

(−ikv)ũk + (ik)Ajnj ũk = s ⇒ −vũk +Ajnj ũk =
s

ik
⇒ (Ajnj)ũk = vũk (k →∞) . (A.7)
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The system of equations is called strongly hyperbolic if there exists a complete set of eigenvectors and eigenvalues
λ = v ∈ R. There exists different concepts of hyperbolicity; the hyperibolicity properties directly relate to the
well-posedness of the IVP.

The hyperbolic system Eq. (A.4) can be often written in conservative form

∂tu+ ∂iF
i(u) = s(u) , (A.8)

where F i = ∂Ai(u)/∂u are the fluxes related to the matrices above by the jacobians AiAB = ∂F iA/∂uB . In absence of
source terms, the conservative form highlights the conservation of mass (or charge) constained in a volume V (volume
integral of the density u) related to the mass flux trhough the closed surface S around V :

ṁ :=
d

dt

∫
V

u =

∫
V

∂iF
i(u) =

∮
S

F i(u)ni . (A.9)

Hydrodynamics equations, both Newtonian and relativistic ones, are often written in conservative form. The latter is
the most suitable form to apply numerical methods that captures correctly the weak (generalized, integral) solutions
describing shocks and other physical discontinuities (Lax and Wendroff, 1960; Anile, 1990; Evans, 1998). Nonlinear
hyperbolic equations like those of hydrodynamics have in general characteristics speeds that depend on the solution
u itself. A (1+1)D prototype model is the Burger eq with F (u) = u2,

0 = ∂tu+ ∂xF (u) = ∂tu+ u∂xu , (A.10)

which is the limit of Euler equation for pressureless fluid (dust). Similarly to the linear problem, the solution is constant
along characteristics, but differently from that the characteristics can now cross, thus forming a discontinuous solution
(“shock”). If a discontinuity forms, then the differential eq is not applicable, and one must study generalized (weak)
solutions: integral solutions weighted by test functions. Weak solutions have physical meaning, but are not unique.
For example, for Euler equations, they might represent the propagation of sound waves in the inviscid fluid; the
physical solution can be selected among the weak solutions as the zero-viscosity limit that guarantees that entropy
does not decreases (entropy conditions). In general, a characteristic field wA associated to the eigenvalue λA and
eigenvector rA is said linearly degenerate if ∂λA/∂u · rA = 0 (eigenvalue is constant along the integral curves of the
eigentvector). For linearly degenerate fields, an initial discontinuity simply moves along the characteristic line, and it
is called a contact discontinuity. If ∂λA/∂u · rA 6= 0, then the field is called genuinely nonlinear and the discontinuity
is either a shock wave (characteristics converge at the discontinuity) or a rarefraction waves (characteristics diverge).

A.2 Well-posedness

The operative definition of well-posedness in Sec. 3 says that a well-posed IVP has a unique solution that depends
continuously on the boundary data. A more formal definition is

Definition A.2.1. Well-posed IVP iff exists a norm ||.|| in which the solution is “bounded” in time by all (or a
certain class) of the initial data according to the expression:

||u(t, x)|| ≤ K exp(αt)||u(0, x)|| , (A.11)

with K,α independent on the initial data u(0, x).

Note that well-posed IVP can have solutions exponentially growing in time. From the discussion in Sec. A.1, it
should be clear that the IVP for the wave equation is well-posed.

Example A.2.1. Consider the IVP for the “inverse” heat equation (note the “wrong” sign in front of the spatial
second derivative): {

∂tu = −∂xxu
u(0, x) = exp(ikx)

(A.12)

Looking for Fourier mode solutions u(t, x) = ũk exp(σt+ ikx), one finds

σ exp(...)ũk = −(ik)2 exp(...)ũk ⇒ σ = k2 , (A.13)

the solution grow exponentially u(t, x) ∼ ek
2t+ikx in a way that depends on the Fourier mode. This IVP is ill-posed.

Example A.2.2. The IVP for the heat equation (now with correct sign){
∂tu = +∂xxu

u(0, x) = exp(ikx) ,
(A.14)

is instead well-posed since the same calculation as above gives σ = −k2, and every nonzero frequency Fourier mode is
damped in time.
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Example A.2.3. Consider the IVP for the “inverse” wave equation ∂ttu = +∂xxu (note the wrong sign in front of
the spatial derivatives). The equation correspond to the Laplace equation in which one dimension is taken as “time”.
In first order form (u0, u1) := (∂tu, ∂xu) and omitting the ∂tu = u0 equation:

∂t

(
u0

u1

)
=

(
0 −1
1 0

)
∂x

(
u0

u1

)
. (A.15)

The Fourier mode u(t, x) = ũk exp(σt + ikx) evolves as (u, u0, u1) = ũk(1, k, ki) exp(kt + ikx), hence the problem is
ill-posed.

Example A.2.4. The IVP for the first order system

∂t

(
u0

u1

)
=

(
1 λ
0 1

)
∂x

(
u0

u1

)
(A.16)

reduces to two advection equations for λ = 0 and thus it is well-posed for that value. However, for λ 6= 0 the system
is coupled and the matrix A cannot be diagonalized. The evolution of a Fourier mode

u0 =
(

ikλũ
(1)
k t+ ũ

(0)
k

)
exp (ik(t+ x)) (A.17)

u1 = ũ
(1)
k exp (ik(t+ x)) (A.18)

and grows in time in a frequency-dependent way, hence the IVP is ill-posed.

A.3 Hyperbolicity

Given the hyperbolic equation Eq. (A.4) and identified a direction ni, hyperbolicity is characterized according to the
principal symbol

P (ni) := M ini (Principal symbol) (A.19)

The system in Eq. (A.4) is called

Definition A.3.1. Weakly hyperbolic iff P has real eigenvalues for every ni but does not have a complete set of
eigenvectors.

Definition A.3.2. Strongly hyperbolic iff P has real eigenvalues and a complete set of eigenvectors for every ni.

The principle symbol of a a strongly hyperbolic system satisfies PR = ΛR, where R is the right eigenvectors matrix
and Λ = diagλA. For a strongly hyperbolic system one can define the symmetrizer

H := (R−1)†R−1 (Symmetrizer) , (A.20)

with properties
(i) Symmetric (Hermitian) and positive definite
(ii) HP is also symmetric: HP = (R−1)†R−1P = (R−1)†ΛR−1 = ((R−1)†ΛR−1)†.

(iii) HP = P †H† = P †H
(iv) Not unique as R and λ depend on normalization.

The system in Eq. (A.4) is called

Definition A.3.3. Symmetric hyperbolic iff H is independent on ni (all Ai are symmetric).

Note that

Symmetric hyperbolic ⊂ Strongly hyperbolic ⊂ Weakly hyperbolic .

Example A.3.1. The ADMY scheme is weakly hyperbolic with prescribed shift and for a large class of singularity
avoiding slicing conditions, e.g. (Alcubierre, 2008). The BSSN scheme is strongly hyperbolic under the same conditions
of ADMY and also for Γ-driver shift (except for certain values of the shift eq parameters), (Sarbach et al., 2002;
Gundlach and Martin-Garcia, 2006). The generalized harmonic scheme is symmetric hyperbolic, e.g. (Choquet-Bruhat
and Geroch, 1969; Friedrich, 1983). The GRHD equations in conservative form are strongly hyperbolic (Banyuls et al.,
1997).

A.4 Well-posedness of symmetric hyperbolic systems

For symmetric and strongly hyperbolic formulations it is possible to construct an energy norm from which one proves
the well-posedness of the IVP.
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The inner product and the norm are defined as

〈u, v〉 := u†Hv , ||u||2 := 〈u, u〉 = u†Hu . (A.21)

Consider a Fourier mode solution u(t, x) = ũk(t) exp(ikx · n); from Eq. (A.4) one gets

∂tu = eikx·n∂tũk (A.22a)

= Aj∂j = Aj(ũk∂je
ikx·n = ũk(ik)Ajnj)e

ikx·n = (ik)Pũkeikx·n . (A.22b)

Hence, the evolution of the norm is conserved independently on the initial data:

∂t||u||2 = ∂t(u
†Hu) = ∂t(u

†)Hu+ u†H∂tu = ikũ†kP
†Hũk − ikũ†kHPũk = ikũ†k(P †H −HP )ũk = 0 . (A.23)

The energy norm and symmetrizer can be constructed for both symmetric and strongly PDEs; the difference is that
for strongly hyperbolic system P and H will in general depend on the particular direction one chooses. We have thus
proven:

Theorem A.4.1. The IVP for symmetric and strongly hyperbolic PDE is well-posed.

Remark A.4.1. The above discussion assume Ai is a costant coefficient matrix. In the general case Ai(u) and one
needs to linearize the equations around a given solution u0. As a consequence, well-posedeness can be proven only in
a local sense.

The problem of interest for numerical application is the initial-boundary-value problem (IBVP) in which data on
the spatial boundary ∂Ω are also specified. In the IVBP case, boundary data must be included into the norm and
the analysis is more complex and different notion of well-posedness apply. Roughly, the result of the theorem still
holds but building well-posed boundary conditions for symmetric hyperbolic system is technically easier than strongly
hyperbolic ones.
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